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Foreword

This Algorithm Theoretical Basis Document (MERIS ATBD 2.7) describes the present
advancement and implementation of the algorithm for atmospheric correction of MERIS
observations over oceanic Case 1 waters.

The present document must be considered as a snapshot of the algorithm state; it does not
mean that the algorithm cannot be further improved as compared to what is presented here.

This ATBD version 5.1 is a minor update of version 5.0 (December 2005), which was itself a
major update of version 4.1 (18 February 2000). The latter was peer-reviewed before being made
available on the ENVISAT web pages.

In parallel to the generation of this ATBD, several papers have been published in the open
literature. These publications describe in details

(1) The theoretical work upon which the proposed algorithm is based:
Antoine and Morel, 1998, Relative importance of multiple scattering by air molecules and
aerosols in forming the atmospheric path radiance in the visible and near infrared parts of the
spectrum, Applied Optics 37, 2245-2259.

(2) The algorithm itself and its initial implementation:
Antoine and Morel, 1999, A multiple scattering algorithm for atmospheric correction of
remotely-sensed ocean colour (MERIS instrument): principle and implementation for
atmospheres carrying various aerosols including absorbing ones, International Journal of
Remote Sensing, 20, 1875-1916.

(3) The test of the technique for detecting desert dust over the ocean:
Nobileau, D. and D. Antoine, 2005, Detection of blue-absorbing aerosols using near infrared
and visible (ocean colour) remote sensing observations. Remote Sensing of Environment, 95,
368-387.

(4) The application of the above technique to the Mediterranean Sea:
Antoine D. and D. Nobileau, (2006). Recent increase of Saharan dust transport over the
Mediterranean Sea, as revealed from ocean color satellite (SeaWiFS) observations. Journal of
Geophysical Research, Atmosphere,111, D12214, doi:10.1029/2005JD006795

(5) Validation of MERIS atmospheric correction over the BOUSSOLE site:
Antoine, D., F. D'Ortenzio, S. B. Hooker, G Bécu, B. Gentili, D. Tailliez, and A. J. Scott
(2008), Assessment of uncertainty in the ocean reflectance determined by three satellite ocean
color sensors (MERIS, SeaWiFS and MODIS-A) at an offshore site in the Mediterranean Sea
(BOUSSOLE project), Journal of Geophysical Research, 113, C07013,
doi:10.1029/2007JC004472

These five publications are provided in Appendix.

Villefranche sur Mer, Monday, 18 July 2011



The performance tests that are presented in sections

3.1.153 “Tests in standard conditions”
3.1.1.6 “Sensitivity studies”
3.1.3.2 “Other possible error sources”

are all based on the initial implementation of the MERIS atmospheric
correction algorithm (i.e., ATBD 4.1, 18 February 2000). These tests remain
valid as far as the main difference between ATBD 4.1 and the present ATBD
5.1 lies in the selected set of aerosol models. The behaviour of the new
Implementation is essentially the same since the structure of the algorithm has
not changed.

In particular, the sensitivity studies (3.1.1.6) refer to “standard aerosols”
models that do no longer exist in the MERIS lookup tables (the urban model
and the dust model of Schiitz, 1980).
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1 Introduction

The feasibility of deriving the chlorophyll concentration from its influence on the spectral
composition of the light backscattered by the upper oceanic layers (the "ocean colour™) was
demonstrated by Clarke et al. (1970). Following this pioneer investigation, the Coastal Zone
Colour Scanner (CZCS) was developed and launched by NASA in November 1978, onboard the
Nimbus-7 platform (Hovis et al., 1980; Gordon et al., 1980). This instrument has repeatedly
observed the world ocean during 8 years (1979-1986), generating the first picture of the algal
biomass distribution over the world ocean (Feldman et al., 1989). Thanks to this experimental
sensor, the capability of such a remote-sensing technique is now definitely proven. The success as
well as the limitations and deficiencies of the CZCS, and the fact that it stopped its activity in
1986, led to the definition of a new generation of ocean colour sensors, supported by the JGOFS
(Joint Global Ocean Flux Study) community and designed to fill the need for a global, repetitive
and operational coverage of the oceanic algal biomass.

The procedures used to extract the marine signal from the signals measured by the remote
sensor in various spectral bands are collectively called the "atmospheric correction™. The purposes
of this document are (1) to propose a structure for the MERIS atmospheric correction algorithm
over the open ocean (case 1 waters) and (2) to identify the studies that could be carried out in view
of refining the algorithms. The theoretical work upon which the proposed algorithm is based is
summarised in the present ATBD (section 3.1.1), and it is treated in details elsewhere (Antoine and
Morel, 1998, Applied Optics 37, 2245-2259, given in Appendix 1). The algorithm itself and its
implementation are fully devised in another paper (Antoine and Morel, 1999, International
Journal of Remote Sensing, 20, 1875-1916). A third paper deals with some tests of the algorithm
for detecting absorbing aerosols over the ocean (Nobileau, D. and D. Antoine, 2005, Detection of
blue-absorbing aerosols using near infrared and visible (ocean colour) remote sensing
observations. RemoteSensing of Environment, 95, 368-387).

2 Overview

2.1 What is the objective of the atmospheric correction algorithm?

The atmospheric correction (its principles are recalled below) should allow the "water-
leaving radiances" to be retrieved at each pixel of a MERIS scene, from the total radiance received
by the instrument. At the top of atmosphere level, the “marine radiances” are those radiances
originating from photons that have crossed the atmosphere down to the ocean and then have twice
crossed the air-sea interface before reaching the sensor after a second atmospheric travel. These
radiances carry information about the optical properties of the oceanic upper layers, and are related
to the water-leaving radiances at the zero level, through a diffuse transmittance term.

The water-leaving radiances are combined into the "bio-optical algorithms”, which allow
the near-surface pigment (chlorophyll) concentration (Chlgy) to be computed. Chlcgy is, for

instance, the parameter of interest for the biogeochemical study of the carbon fluxes within the
ocean interior (quantification and description of Chl.ga distributions, primary production

estimation, ecosystem modelling...), and is needed for other purposes (heating rate of the mixed
layer, description of upper ocean dynamics, fisheries optimization...).
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2.2 The principle of “atmospheric corrections”

When an ocean-colour sensor measures the radiance backscattered by the ocean-
atmosphere system, it receives in the visible part of the spectrum a signal that is largely dominated
by the “atmospheric path radiance”. This radiance originates from photons scattered by air
molecules and/or aerosols, which can also have been reflected at the sea surface, but have never
penetrated the ocean. In the most favorable conditions of observation (clear atmosphere, small sun-
zenith angle and favorable viewing angle), the water-leaving radiance represents only about 10%
of the total radiance, and have then to be properly extracted (from the accuracy of this extraction
depends the quality of the end-product of ocean-colour data processing, i.e., the near-surface
chlorophyllous pigment concentration).

Under the assumption of separability of radiances, the determination of the radiances
originating from molecular scattering (Rayleigh scattering) is easily handled, as only the
illumination and observation conditions have to be known, even if a precise knowledge of
atmospheric pressure (and wind speed) at the sea surface is also needed for accurate calculations.
The central problem of atmospheric correction lies in the estimation of the radiances due to aerosol
scattering. Indeed, the aerosol distribution (along the vertical as well as through the field of view),
and the aerosol optical properties are not known when processing an ocean colour scene.

Experience has been acquired in this domain since the launch of the CZCS, and even if the
new ocean-colour sensors have different, improved, characteristics, the work achieved with the
CZCS provides guidelines to prepare the new atmospheric correction algorithm. Both the limited
number of channels and the relatively poor radiometric sensitivity of the CZCS led to the
development of specific correction schemes designed partly to remedy to these weaknesses. These
schemes are obsolete for processing data from MERIS, to the extent that increased radiometric
sensitivity and additional channels in the near-1R spectral region considerably reduce the
limitations encountered with the CZCS. The basic principle of the atmospheric corrections is to
gain information about aerosol thanks to the radiances measured in near-IR bands (> 700 nm,
where the water-leaving radiances are zero over case 1 waters), and to extrapolate this knowledge
toward the visible domain.

2.3 Accuracy needed for atmospheric corrections.

Radiometric characteristics and calibration of MERIS are defined in terms of reflectances;
radiances at the TOA level are accordingly converted into reflectances through (see Table of
symbols and definitions)

P05, 4, AP) = 7 L(A, 05,8, AP) | E5(A) 15 (1)

where E4(4) is the extraterrestrial irradiance for the wavelength in question, y is the cosine
of the solar zenith angle &, &, is the satellite viewing angle, and A¢ is the azimuth difference

between the sun-pixel and pixel-sensor half vertical planes. Angular dependencies will be
thereafter omitted for the sake of clarity.
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Table 2.1 shows the radiometric characteristics of MERIS, compared with those of the
CZCS and three future instruments, SeaWIFS, POLDER and MODIS (for these last 3 instruments,
the central wavelength for some bands is slightly different from that of MERIS, at £5 nm). These
values, given in terms of reflectance, clearly show the increase in radiometric performance, from
the CZCS to the new generation instruments.

Band (L), NEAp lowln
nm

czcs* seaWIFst | POLDER® MERIS MoDIs#
412 0.00068 0.000427 0.00018 0.055
443 0.0011 0.00043 0.00036 0.000241 0.00016 0.035
560 0.00064 0.00027 0.00014 0.000201 0.00010 0.004
670 0.00051 0.00023 0.00020 0.000104 0.00004 0.0004
709 0.000143 0
778 0.000143 0.000085 0
865 0.00015 0.00016 0.000201 0.000076 0

t: taken from Gordon (1997)
«: taken from Deschamps et al. (1994)

Table 2.1: comparison of the radiometric characteristics of MERIS and other instruments. Approximate values of pyy,
are given for a chlorophyll concentration of 0.03 mg Chl m3 (see also Fig. 2.1 (a)).

Water-leaving reflectances, p,,, are obtained after the measured total reflectances have been

corrected for atmospheric effects. These water-leaving reflectances are related to the bio-optical
state of the water body, through the ratio of the backscattering coefficient to the absorption
coefficient, [by/a] (see Morel and Gentili, 1991, 1993, 1996)

e R f(4.6) by (4)
Pw(4,05,0',Ag) =7t (1) R(O") 0(.6..0".49) {a(/ﬁt)} )

The ratio [by/a] can be similarly related to the normalised water-leaving reflectance, [o,In-
This reflectance [p, ]y is defined (Gordon and Clark, 1981) as the reflectance at nadir (&, = 0), for
a sun at zenith (6 = 0), and without atmosphere (to, = 1). The relationships writes (see Morel and

Gentili, 1996)

_ fo(4) | bp(2)
[PW]N(/D—” Ro Qu(A) [a(ﬂ,)} (3)
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Figure 2.1: (a) Normalised water-leaving reflectances (Eq. (3)), plotted as a function of chlorophyll concentration
(Chl), and for the wavelengths indicated. The steps in the curves correspond to increments of 0.1 in log(Chl). (b) ratio
of (by/a) at 443 or 490 nm to (by/a) at 560 NM (A443 560 AN A49q 560)- (€) Allowable error in atmospheric correction at

443 nm, Ap(443) (i.e., the maximum error above which a wrong chlorophyll concentration is retrieved, corresponding




ORECCE, 1 Doc: MERIS_ATBD_2.7_v5.1-July2011
5 X d ,(I)_a,boratm reh_ Name: MERIS Atmospheric Correction Over Case 1 Waters
ceanographie Issue: 5

OBSER,
i
#3000

H Draft Rev: 1
de Villefranche Date: July 18, 2011

Page: 5

%, R
. P\
FRANCYRT

to the previous class). The error Ap(443) is calculated by assuming several ratios for [4p(443) / Ap(560)], as indicated
(see text). The long-dashed curves are for errors of opposite signs at 443 and 560 nm. The shaded area is for errors
within +1 103, (d) as in (b), but for the wavelength couple 490-560.

where the subscripts 0 indicate that the corresponding quantities are for 6= &, = 0. In Eq.
(3), the product (7 Rq (fo/Qp)) is a constant (if the dependence of Ry upon wind speed is
ignored), so that [p,,]N can be considered as an inherent optical property of the medium.

The MERIS instrument has been designed to allow, in principle, the detection of 10 classes
of chlorophyll concentration, (Chl), within each of the 3 orders of magnitude between 0.03, 0.3, 3,

and 30 mg Chl m-3 (i.e., a total of 30 classes). These classes are regularly distributed according to
a constant logarithmic increment of 0.1. Shifting from one class to the next (previous) one
corresponds to a change in (Chl) by a factor 1001 (i.e., +25% or -20%).

A first requirement for atmospheric correction is to allow 30 values of [, ]y to be
discriminated at any wavelength where the pigment concentration influences the reflectance. The
corresponding changes in [, ]n, @ computed through Eq. (3), are displayed in Fig. 2.1(a) for
several wavelengths, which are possibly used for retrieving (Chl). At 443 nm, the changes in [o]n
are of about 2.5 10-3 when (Chl) < 0.1 mg m-3, of about 1 10-3 when (Chl) ~ 1 mg m-3, and about 5
10-4 for higher concentrations. At 490 nm, the changes are steadily of about 5-7 10-4, except when
(Chl) < 0.1; they are of about 2 10-4 for these low concentrations. At 560 nm, the changes in [a,]n

are of about 2 10-4 whatever (Chl). These values remain about the same when the constraints on
G &, and ty_are relaxed, that is when py, is examined for other geometries, instead of [, ]n, and
they represent the desired discriminative skill of the atmospheric correction at these wavelengths.
The change in [, ]N to be detected is smaller at 560 nm than it is at 443 nm or at 490 nm, and this

more stringent condition was used to specify the noise equivalent reflectances for all wavelengths
of the MERIS instrument (Nedp, < 2 10-4; see Table 2.1). It should be reminded that this skill in
discrimination, expressed in terms of reflectance changes, does not prejudge of the absolute
accuracy of the instrument, and therefore of the correct retrieval of the true values of the
reflectance.

It is now assumed that (Chl) is calculated, as usual, with a function @ of the ratio of [by/a]
at two wavelengths, denoted A, , 5, which is used as an index of the bio-optical state.

Chl = czﬂ%b (,11)} / {%b (/12)D a4y, ;) (4)
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Chl = 0.30 mg m*

Figure 2.2. The numbers which are contoured here represent 5 percent of the water-leaving reflectance at 443 nm,
shown as a function of the solar zenith angle and viewing angle. Left part: antisun and sun half-vertical planes. Right
part: perpendicular plane. Upper and lower panels: chlorophyll concentration is 0.3 and 0.03 mg Chl m™3, respectively.
The influence of the solar elevation on the diffuse reflectance of the ocean is taken into account (Morel and Gentili,
1991), as well as the anisotropy of the radiance field emerging from the ocean (Morel and Gentili, 1993).

A second requirement for atmospheric correction is that it must be accurate enough to
allow 30 (Chl) values to be discriminated. In other words, 30 values of A, ;, must be

discriminated between 0.03 and 30 mg (Chl) m-3. The A ratio is displayed in Fig. 2.1(b) as a
function of (Chl), and for several couples of wavelengths. For a given geometry, it is related to
(LowIn(1) 1 LowIn(A2)) through the values of the (fp/Qg) ratio at the two wavelengths. The change

in Ay43 560 between adjacent classes of chlorophyll, (44), varies continuously from about 0.9
when (Chl) is 0.03 mg m-3, to 0.1 when (Chl) is 0.3 mg m-3, and to 0.03 when (Chl) is 30 mg m-3,
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For the wavelength couple 490-560 nm, and for the same values of (Chl), the changes in A499 560
are 0.2,0.1, and 0.05.

After atmospheric correction, the allowable errors in [g,]n(41) and [o]n(42) are those
that would lead to an error in their ratio A4, ;, equal, at the most, to AA. These errors, denoted

Ap(A1) and Ap(1,), are accordingly computed as

([pwin () + 4p(4) _ [pwin(h) | 4 (5)
([owIn(A2) + 40(42))  [pwin(42)

For a given (Chl) class, Eq. (5) can be solved by fixing the relevant A4 value, by
calculating the reflectances [a,]n(41) and [y ]n(42), and by making an assumption about the
error ratio (4p(41) I 4p(A,)) (in such a way that the number of unknowns is reduced to 1). In the
following, A4, will be either 443 nm or 490 nm, and A, is 560 nm (i.e., wavelengths possibly used
for retrieving (Chl)). Errors at 443 nm and 490 nm are expected to be greater than those at 560 nm,
because the accuracy of atmospheric correction may deteriorate when going away from the near
infrared (i.e., during the extrapolation toward the visible). The ratios (40(443) / Ap(560)) and
(40(490) / Ap(560)) are thus fixed, somewhat arbitrarily, to 4, 2 or 1. It is as well conceivable that
errors are of opposite signs at the two wavelengths, so that error ratios of —4, -2, and —1 have been
also tested.

The acceptable errors Ap(443) resulting from these computations are displayed in Fig.
2.1(c) as a function of (Chl). They have been computed for each (Chl) class, and for the A4 values
corresponding to an underestimation by one class of concentration. They are at first negative, and
then positive after the A443 560 ratio becomes lower than the ratio (40(443) / 40(560)). A
symmetrical pattern (i.e., Ap at first positive and then negative) would have been obtained for
errors corresponding to an overestimation by one class of concentration. The acceptable error
Ap(443) is increasing as its ratio to 4p(560) increases. It is also increasing as the reflectances
become closer at 443 and 560 nm (the error is undetermined when both reflectances are equal).
The accuracy requirement for atmospheric correction is accordingly not too severe when ~ 0.3 <
(Chl) < ~ 3 mg m-3; it is always greater than +1 10-3, and most of the time greater than +2 10-3
when Ap(443) and 4p(560) have the same sign (i.e., about 10% of [, ]n(443) when (Chl) =~ 0.3

mg m-3). On the contrary, the accuracy requirement is increasingly demanding either for low or for
high chlorophyll concentrations, and is between about +1 10-3 and +5 10-4, depending on the ratio
of errors at 443 and 560 nm. When the signs of the allowable errors 4p(443) and Ap(560) are
opposite, they always must be below +1 10-3, and often lower than +5 10-4 (see the two long-
dashed curves in Fig. 2.1(c)). Therefore, an additional constraint on atmospheric correction would
be identical signs for Ap(443) and Ap(560). Fulfillment of this condition depends upon a correct
retrieval of the spectral dependence of aerosol scattering.

When the wavelength couple 490-560 nm is used instead of the couple 443-560 nm (Fig.
2.1(d)), the conclusions about the allowable errors at 490 nm are roughly the same than those for A
= 443 nm, except for concentrations below about 0.1 mg (Chl) m-3, where the A4g9q 560 ratio is less
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sensitive to changes in (Chl) than is the ratio /443 560 (see Fig. 2.1(b)). The couple 490-560 could

prove to be useful, however, for concentrations above about 3 mg (Chl) m-3, where the allowable
errors are slightly greater at 490 nm than they are at 443 nm. In addition, when (Chl) is high, the
water-leaving reflectance is a little larger at 490 nm than it is at 443 nm.

To sum up, the first requirement (retrieval of 30 reflectance values) requires that
atmospheric correction errors be maintained within +1-2 10-3 at 443 nm, within +5 10-4 at 490 nm,
and within +2 10-4 at 560 nm. If it is assumed that atmospheric correction errors in the 440-500 nm
domain are about twice the errors at 560 nm, the second requirement (discrimination of 30 (Chl)
values) requires errors within 1 10-3 at 443 nm (then +5 10-4 at 560 nm), or within +5 10-4 at 490
nm (then £2 10-4 at 560 nm). When expressed as relative errors, all the above requirements are
greater than 1% of the normalised oceanic reflectances at 443 nm (and often 2-5%), except when
(Chl) > 3 mg m-3. The situation is about the same for the wavelength couple 490-560 nm, except
when Chl < 0.1 mg m-3 and the 499 560 ratio is equal to 1.

Note, finally, that the accuracy requirement for the new generation ocean colour sensors has
been also defined as being a 5% accuracy on the reflectance in the 400 nm domain (e.g., Gordon,
1997). The numerical values shown in Fig. 2.2, in the space defined by the solar zenith angle and
the viewing geometry, represent five percents of water-leaving reflectances at 443 nm, computed
for chlorophyll concentrations of 0.3 and 0.03 mg m-3. The requirement obtained by this way is
consistent with the one derived here on the basis of the 30 (Chl) classes to be detected.

3 Algorithm description

3.1 Theoretical description

3.1.1 Physics of the problem
3.1.1.1 Simulating the radiative transfer

The radiant field within the ocean-atmosphere system is described by the radiative transfer
equation (RTE), which expresses the propagation of radiance within a medium of known inherent
optical properties (Preisendorfer, 1961). For a passive medium (i.e., with no internal source of
radiation), this equation accounts for the loss of radiance due to scattering and absorption in the
direction of propagation, and for the gain of radiance due to scattering from other directions. The
two parameters of this integro-differential equation are the attenuation coefficient and the phase
function. Even in the case of a homogeneous medium, there is no analytical solution for this
equation (except for very peculiar, simplified, cases). A fortiori, there is no analytical solution for a
complex system such as the atmosphere-ocean medium. Only numerical solutions are then
possible.

The Monte Carlo technique has been used in the present study. With this method, any
composition and vertical structure is possible for the various media, and no simplifying hypothesis
is needed. Furthermore, within the Monte Carlo code developed at LOV, photons can be sorted out
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with respect to their history (number and type of scattering events), allowing any term to be
studied (i.e., radiances due to single or multiple scattering, radiances due to aerosol and/or
molecules scattering, direct and diffuse part of the total radiances...).

With the purpose of defining an atmospheric correction scheme, some working conditions
are necessary, and the ocean-atmosphere system is to be represented in a simplified manner.
Indeed, even if realistic atmospheres can be simulated via the Monte Carlo technique, a simplified,
more or less generic, vertical structure has to be defined in view of generalised calculations.
Sensitivity studies will be accordingly needed in order to infer the differences caused when the
actual conditions differ from those in the standard atmosphere adopted when defining the
algorithm (see 3.1.1.6.1).

To generate TOA total radiances for molecular or compound (molecules plus aerosols)
atmospheres, Monte Carlo simulations of the radiative transfer were carried out by using a code
already described (Morel and Gentili, 1991, 1993), and validated against other radiative transfer
codes (Mobley et al., 1993). This code does not account for polarisation, and the simplified
geometry of a plane-parallel atmosphere is adopted. Photons are collected at the TOA level within
432 solid angles (“photon counters”), defined by a 5 degrees increment in zenith angle and a 7.5
degrees increment in azimuth; there is no counter aiming directly at nadir. The apparent diameter
of the sun disk is set to 0.5°.

For Rayleigh scattering, a 50-layer profile is taken from Elterman (1968), in
correspondence with z; = 0.0904 at 550 nm, i.e., a standard atmosphere with an atmospheric

pressure of 1013.25 hPa. The anisotropy of the air molecules is ignored, the depolarization factor is
zero, and the spectral dependency is expressed as A-4-09, Gas absorption is reduced to that of ozone,
with a 50-layer vertical distribution also taken from Elterman (1968), and resulting in a total ozone
content of 350 DU (1 DU = 2.69 1016 molecules cm-2). The selection of various aerosol types and
of their vertical distribution is dealt with later on (section 3.1.1.5).

This atmosphere is bounded by a flat, Fresnel-reflecting, interface with a perfectly
absorbing ocean, so that multiple crossings of the interface by photons are not considered. This
uncoupling of atmosphere and ocean is fully verified for Case 1 waters in the near infrared, and is
an acceptable approximation for the visible wavelengths. The expression “TOA total reflectance”
hereafter used means therefore the sum of the path reflectance simulated above a black ocean plus
the water-leaving reflectance independently calculated through Eq. (2) and transmitted through the
atmosphere. The algorithm uses at first the total radiance measured in near infrared bands, which is
equal to the path radiance because there is no oceanic signal for Case 1 waters. The principle and
implementation of the algorithm would remain the same over Case 2 waters, provided that the non-
zero signal in the near infrared has been previously assessed or assumed in an independent way,
and subtracted from the total reflectance.

Simulations were carried out to generate the ppae, Values for 6 wavelengths, several

geometries (&, &,, A¢), and 4 aerosol optical thicknesses. The same geometries and wavelengths
were considered to calculate p; 15-0, Which the reflectance for a pure Rayleigh atmosphere. For
each aerosol model and each ensemble made up of (4, &, &, 4¢), five couples ([opath / or ra=0l,
7,), including the couple (1, 0) for an aerosol-free atmosphere, were fitted to a third order
polynomial, to express the [opath / or, a=0] Versus z, relationship, and the corresponding
coefficients stored.
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3.1.1.2 Signal decomposition

There are several ways to decompose the total signal received at the sensor level. The
validity of any decomposition depends on a correct definition of the various terms involved.
Coherence is also needed between the terms accounted for in the decomposition, the terms used in
the correction algorithm, and the terms that we are able to calculate. A rapid insight is given below
into the problem of signal decomposition; additional details can be found in Antoine and Morel,
1998, published in Applied Optics (given as Appendix 1 to this ATBD).

From this section and for the remaining of this document, the signals will be defined in
terms of reflectance instead of radiance, according to the following transformation:

P(1,65,68,,40) = 7 L(1,6,8,,49) | Eq(1) 14 (6)

where E4(4) is the extraterrestrial irradiance for the wavelength in question, z is the cosine of the
solar zenith angle &, G, is the satellite viewing angle, and A¢ is the azimuth difference between

the sun-pixel and pixel-sensor half vertical planes. Angular dependencies will be thereafter omitted
for the sake of clarity.

The total reflectance at the sensor level, p(4), can be split into the following components:
Ppath(4), the "path reflectance” generated by single and multiple scattering within the atmosphere
and by reflection of diffuse radiation at the air-sea interface, T(4)04(4), the reflectance due to
direct specular reflection in the viewing direction (sun glint), t4(1)pwc(4), the reflectance of
whitecaps (if any), and ty(14) p(4), the water-leaving reflectance. T(4) and ty(A4) are the direct and

diffuse atmospheric transmittances, respectively. The purpose of the atmospheric correction
algorithm is thus to provide accurate estimates of ppath(4), T(4)pg(4), ta(A)awc(4) and ty(4).

PA) = ppath(4) + T(Dpg(D+ D) pwc(A) + tg(D)aw(4) (7)

For what follows T(4)pg(1) and ty(4)ac(4) are left out and the main term under
examination is the path radiance. For that purpose ppatn(4) is decomposed into the following
components, assuming that radiances due to aerosol or molecular scattering are separable:
Pr.a=0(4), the reflectance due to multiple scattering by air molecules (Rayleigh reflectance), pa(4),
the reflectance due to multiple scattering by aerosols, and py,(4), the reflectance due to combined,
successive, scattering by air molecules and aerosols (coupling term)

Ppath(A) = pr(A)+ pa(A) + pra(A) 8

As said above, attention has to be paid to the definition of these various terms. Indeed, in
the above expression, p,(4) and p,(4) are defined as the reflectances for a pure molecular

atmosphere (i.e., aerosol-free) and a hypothetical atmosphere with only aerosols (and no
molecules) (e.g., Deschamps et al., 1983). The p,,(4) term thus appears as a correction term,

usually negative.
The reflectances p,(1) and p,(A4) can also and more realistically be defined as the

reflectances for a two component atmosphere (molecules and aerosols), and by abandoning the
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assumption that radiances are separable. In this situation, the p,,(4) term exactly represents the

coupling of aerosol and Rayleigh scattering. These last terms are those that we can extract from a
Monte Carlo simulation for a two component atmosphere, provided that the histories of the
photons are kept. However, and from a practical viewpoint, it is necessary to compute the p,(A4)

term for aerosol-free atmospheres: this is the only term that we are able to calculate when
processing ocean colour observations, as aerosols are never a priori known (they are the term that
we try to calculate).

In summary: from simulations, we shall retain the two following terms: the total reflectance
at the sensor level, for a given ocean-atmosphere system and the Rayleigh reflectance for the same
system when aerosols are removed. Such preliminary computations were carried out for several
aerosol models, or aerosol model assemblages (see 3.1.1.5.2 for their definition), for optical
thicknesses encompassing most of the plausible values over the ocean, and for which remote
sensing is possible (from 0.03 to 0.5 at 550 nm), for six wavelengths among the 16 MERIS bands
(3 in the visible: 443, 510 and 560 nm, 3 in the near IR: 709, 778 and 865 nm), 13 solar zenith
angles (from 20 to 60°, each 4°), and a flat air-sea interface (see 3.1.1.6 for sensitivity studies
about the conditions at the air-sea interface). From the simulations, the radiances or reflectances
can be expressed as a function of the above parameters and for any viewing geometry (for the
Monte Carlo outputs, the sole limitation comes from the spatial discretisation).

No absorbing gases are considered, as it is assumed that their effect on the total radiances
has been estimated before entering into the present atmospheric correction scheme.

The first step in the atmospheric correction for ocean colour is to estimate p, 4-0(4). For

that, the atmospheric pressure and the wind speed should be known. If they are unknown, standard,
mean, values are adopted (the impact on the correction is treated as a sensitivity study, see
3.1.1.6.2). The path reflectance is now investigated in the realistic case of multiple scattering in a
compound (molecules + aerosols) atmosphere.

3.1.1.3 Accounting for multiple aerosol scattering.

Gordon (1997) has shown that for non-absorbing aerosols, and for moderate optical
thicknesses (< 0.1), an algorithm based on the single scattering approximation could work well in
most cases, with errors within £0.002 in reflectance at 443 nm. For higher optical thicknesses, or
as soon as the actual aerosol absorbs radiation, multiple scattering has to be accounted for (but see
3.1.1.5.6).

It is known that multiple aerosol scattering enhances the signal with respect to that
corresponding to single scattering (Deschamps et al., 1983; Gordon et al., 1988). This effect,
which increases with increasing aerosol optical depth (in terms of signal magnitude), has to be
accounted for in the present atmospheric correction for MERIS to meet the required accuracy (see
Gordon and Wang, 1994; Gordon, 1997). In the same manner as for the single scattering, an
indirect method is inevitable to cope with multiple aerosol scattering, which cannot be directly
computed because the aerosols are unknown.

In our study about multiple scattering (see Appendix), we showed that the path reflectance
is linearly (or nearly linearly) increasing with increasing aerosol load. For practical purposes, it has
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been decided to use the ratio of this path reflectance to the reflectance due to multiple Rayleigh
scattering (for an aerosol-free atmosphere, p; 4-0(4)); this ratio also linearly increases when
aerosol are progressively introduced in the atmosphere, and has a precise physical meaning.

Some examples of such relationships are displayed in Fig. 3.1, and for given geometric
conditions and wavelengths. This figure shows that the relationship between both terms (the ratio
and z,) is nearly linear. After some trials, we decided to fit the experimental points (obtained for 5
values of the aerosol optical thickness, including 0) by a quadratic function. The first step of the
atmospheric correction lies on these relationships, so they have to closely match the data obtained
from the simulated reflectances.

It is worth noting that the term used here (o, 4=0(4)) is not a realistic quantity, as far as it is
compared with the "true™ Rayleigh multiple scattering reflectance, resulting from a Monte Carlo
simulation for a two-component atmosphere (aerosols + molecules). If this difference is of
importance from the point of view of a systematic study of atmospheric reflectances, it is of no
concern for our purpose. Indeed, our goal is to retrieve the global contribution of aerosol and
Rayleigh reflectances in the MERIS channels, in view of retrieving the water-leaving reflectances.
The above definition for p, 4-0(4) is "operational”, in that sense that it allows the correction to be
done. The way this term is related to the "true” term is out of the scope of this ATBD (but see
Appendix).

The principle for the algorithm and its implementation will be therefore to store in lookup
tables the coefficients of relationships like those in Fig. 3.1, obtained for various aerosols. In
parallel, a technique is necessary to navigate within this table, to identify the couple of aerosol that
is the closest to the actual one.

3.1.1.4 The algorithm
3.1.1.4.1 Computation of the ratio [ppath / or ra=0] and identification of the actual aerosol

A preliminary step consists in tabulating the [opath / £r, a=0l Versus z, relationships.

Specific relationships are established for every aerosol model and wavelength, and for all
illumination and observation conditions. One relationship is then necessary for each ensemble
comprising aerosol (or fixed aerosol assemblage), wavelength, sun zenith angle, viewing angle,
and azimuth difference. In parallel, the p, 4-o(4) values have also to be stored for the various

illumination and observation conditions, to get the [ppath(4) / pr, a=0(4)] ratio.

When starting the atmospheric correction, we dispose on one hand of ppain(4) (measured)
and py a=0(4) (tabulated) for each wavelengths, and on the other hand of tabulated relationships
linking the ratio of these 2 terms to z,(4), for N aerosol models. The central problem to be

addressed is therefore the selection, among the aerosol models used to generate the look-up tables,
of the two models that most closely bracket the actual aerosol. The principle is to rely on the look-
up tables, which should allow (numbering as in Fig. 3.1).
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Figure 3.1: Variation of the path reflectance at 865 and 778 nm as a function of z,, and expressed as the ratio [opa, /
o], when g, = 40°, 4, =30°, and A¢ = /2. The maritime aerosol model is used, for 4 values of the relative humidity,

as indicated. Arrows symbolise a possible way for identifying a couple of aerosol models enclosing the actual aerosol.
The circled numbers identify the successive steps of this scheme, as discussed in the text (section 3.1.1.4.1).

(1-2) the values of 7,(865) to be calculated from the [pp,tn(865) / pr, 2=0(865)] ratio, for

several aerosol models,
(3) to extrapolate z, from 865 to 778 nm, for each aerosol model,

(4-5) to obtain the [ppain(778) / pr, a=0(778)] ratios from z,(778), and therefore to select a
couple of aerosol models, by comparing the actual [ppath(778) / py, a=0(778)] ratio, and these
various ratios. Finally, to estimate the [ppath(4) / pr, a=0(4)] ratio in the visible bands from the

knowledge of the spectral behaviour of this couple of aerosol models.

The principle is to firstly rely on a very simple set of candidate aerosol models, supposedly
representing typical clear oceanic atmospheres (and described below). A "first-step” atmospheric
correction is then carried out by using this first set of candidate aerosol models, and then the error
that is made at 510 nm is examined. At 510 nm, the water-leaving reflectance for case 1 waters is
weakly variable for chlorophyll concentrations up to 1 mg Chl m-3, and thereafter smoothly
decreases with increasing pigment concentration. The use of a mean value for this water-leaving
reflectance with its associated statistical error, is then possible (see later on; section 3.1.1.4.2). It is
then feasible to obtain the error in the atmospheric correction at 510 nm, by subtracting from the
total, measured, reflectance, the sum [path reflectance, estimated by the correction + supposed
mean value of the water-leaving reflectance].

If this error is above a predefined threshold, we have an indication that the actual aerosols
do not correspond to the simple cases first envisaged. We can then move to another (others) set(s)
of aerosol models (see section 3.1.1.5, implementation).
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The successive steps of such a correction scheme are as follows (see Fig. 3.2(a), (b), (c),
and (d), and also section 3.1.2). For a given pixel, and thus for a given geometry (&,, 6, Ag):

@ The ratio [ppath(4) / pr,a=0(4)] is computed at 865 and 778 nm, py 4=q(4) being taken in
tabulated values (at these wavelengths, and for oceanic Case 1 waters, ppath = o)

(2)  Afirst set of N aerosol models is selected, which, in principle, is representative of clear
oceanic atmospheres (see 3.1.1.5 for details about the implementation). For these N aerosol
models, N 7,(865) values are calculated from the [op,th(865) / pr, a=0(865)] ratio.

(3) N values of z,(778) are computed for the N aerosol models, from the knowledge of their
spectral optical thicknesses (normalised by their values at 865 nm; tabulated values).

4) N values of [ppatn(778) / pr, a=0(778)] are computed from the N values of 7,(778) for the N
aerosol models, from the tabulated relationships between both quantities.

(5)  Theactual [opath(778) / pr,a=0(778)] is then compared to the N individual values obtained

at step (4), and the 2 that most closely bracket the actual one indicate the two aerosol
models that most likely are similar to the actual one.

(6) 2 values of 7,(510) are calculated from the normalised spectral optical thicknesses of the 2
“bracketing” aerosol models. Step (2) is now inverted, to calculate two [pp,n(510) /
Pr.7a=0(510)] ratios from the two z;(510).

(7)  The following step lies on the assumption that, for a given wavelength A4, the actual
[opath(D) 1 pr, za=0(A)] ratio falls between the two [opath(4) / or, a=0(A)] ratios calculated at

step (6), proportionately in the same manner as it does at 778 nm; pp,n(510) is now known.

(8) By making an assumption on the water-leaving reflectance at 510 nm (see below), the error
in the atmospheric correction, A4p 51, can be assessed:

4p(510) = [(£(510) measured - ppath(slo)estimated) /t4(510)] - pvv(510)supposed )

(9)  Atestis then made on this Ap(510) value. Following the answer, either the correction is
continued at step (10), or it is carried out once more from step (2), by selecting however a
different set of N’ aerosol models. In the latter situation, the correction is actually carried
out for several aerosol databases, so that steps 2-8 are carried out several times; several
couples of aerosol models are then selected (one at each time steps 2-8 are done), and the
couple kept at the end is the one leading to the lower A4p(510). The practical way of
navigating within the tables will be exposed later on (section 3.1.1.5.4).

(10)  For every wavelength A of the visible domain, 2 values of z, are calculated from the
knowledge of the spectral scattering coefficients of the 2 “bracketing” aerosol models.
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(11)  Step (2) is now inverted, to calculate two [ppath(4) / pr, a=0(4)] ratios from the two z,(4) for
the visible bands, and then to obtain ppatn(4) (see step 7).

(12) The water-leaving reflectance at the instrument level is then obtained as the difference
between the total, measured, reflectance, oy, and the estimated path reflectance, ppath-

(13) the last step consists in calculating the diffuse transmittance, to derive the water-leaving
reflectance.




oRE "-’(—'*"44,,._ H Doc: MERIS_ATBD_2.7_v5.1-July2011
,\_f (’% , Laporatm re . Name: MERIS Atmospheric Correction Over Case 1 Waters
5 5 d’Oceanographie Issue: 5
v s ; Draft Rev: 1
b de Villefranche Date: July 18, 2011
RANC Page: 16

General sketch

Legend

ancillary MERIS process
data radiances

S

calculate total reflectance - - - - - - - - - - - -

i Possibly (remain to be studied) : |
oT - - - - - correction for stratospheric aerosols,

|

L

or thin cirrus clouds

CASE 2 bright
water flag
calculation

Turbid
yes

pw at 705,
775, 865 nm,
and bright
water flag

database with
pr

actual pressure
wind speed
ozone

correction for

non zero pw
in the near IR

(i.e., ppath = pt - tpw)

g Aerosols correction CASE 1/2
(Fig. 3.2 (b)) processing

Figure 3.2a: general sketch of the algorithm
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Figure 3.2b: detail of the aerosol correction (see also section 3.1.2.)
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Figure 3.2c: detail of the aerosol selection (see also section 3.1.2.)
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Detection of blue-absorbing aerosols

Mean p,(510)

from ATBD 2.5-
2.6

Case Yes
waters ?

.

Mean p,(510)

from the <
climatology

A 4

Apy(510)
(Egs. 9 & 14)

A pw(510)
< threshold 2

Yes :
Flag is set

No

A 4
Flag is not set

A 4

Flag is provided to the |,
next steps of the algorithm |
(see Fig. 3.2¢)

Figure 3.2d: detail of the tests at 510 and 709 nm (see also section 3.1.2.)
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3.1.1.4.2 The test at 510 nm

Experimental data suggest a weakly variable reflectance at 510 nm for oceanic Case 1
waters, whatever (Chl) (the “hinge point”, Duntley et al., 1974; Gordon and Clark, 1981). Bio-
optical models (e.g., Gordon et al., 1988; Morel, 1988), mainly based on the interpretation of
experimental data, accordingly predict a narrow range of values for R(0-)(510), over the whole
domain of (Chl) (0.03 to 30 mg m-3). The curves displayed in Fig. 3.3 indeed show limited
variations of R(0-)(510). The data points in Fig. 3.3, extracted from measured reflectance spectra,
as well confirm this constancy: however noisy may be these R(0-)(510) data, they at least do not
show any significant trend. Therefore, it seems wise to assume a constant value for the diffuse
reflectance at 510 nm, with a mean of ~ 2% if the data shown in Fig. 3.3 are considered. The
corresponding mean value for the normalised water-leaving reflectance, hereafter noted
[ pw(510) Iy is of about 1 102 (with (7 Rq/ Qp) ~ 0.47) at least for the concentration range 0.03 to

3 mg(Chl) m-3 (see Fig. 2.1(a)). This value for [ p,,(510) ]y is slightly larger than the value

derivable at 520 nm from a normalised water-leaving radiance of 5 mW m-2 nm-1 sr-1 (Gordon and
Clark, 1981), and from an extraterrestrial irradiance of about 1900 mW m-2 nm-1 (Neckel and
Labs, 1984). The natural noise in the reflectance at 510 nm, for a given chlorophyll concentration,
is accounted for by attaching an uncertainty o,,,(510) of +3 10-3 (at £10) to [ py (510) In:-

E 102
E —
7o L
E
A A e  Galapagos islands, Carribean sea, Sargasso sea (Tyler, 1973)

i + northeast Atlantic, off Mauritania (MEDIPROD group, 1976)

< Pacific (OLIPAC, 1995)
| o Pacific (PACIPROD, 1987) 1
L ¢+ SeaBAM data set (Maritorena et al., 1997) |
10-3[._ 1 1 bkttt ] 1 1 bt il 1 i O N e 68 2 | 1 i |
102 10! 10° 10!

Chl (mg m3)
Figure 3.3: Oceanic diffuse reflectance at 510 nm, for Case 1 waters with variable chlorophyll concentration. The two
curves have been obtained from the model of Morel (1988) (see also Morel and Gentili (1991) for the dependence of
the reflectance on the sun zenith angle), either for a sun at zenith (bottom), or with a sun zenith angle of 60° (top). The
various symbols correspond to values extracted from reflectance spectra measured at sea, as indicated.

To obtain the error in atmospheric correction at 510 nm, the [ p,,(510) ] value is “de-
normalised”, in view of being compared with the apparent water-leaving reflectance (i.e., the actual
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water-leaving reflectance plus the error in atmospheric correction). The transformation of
[ pw(510) Jy into p,(510) is performed through (see Morel and Gentili, 1996)

s REO)  f6)  [fo@d]’
Pw (510) =[py (510)]N (&c tes) %o Q.0 A9) [Qo(ﬂ)} (10)
oo [ W-p) @-pe@) ,
with R(H)—[(l_m) " } (10”)

The chlorophyll concentration has to be known to use the (f; / Q), while actually it is not
the case when the error in atmospheric correction is computed. The ratio of (f; / Q) for the actual
geometry to (f1 o/ Qo) (i.e., f/Q for 6 = &, = 0) is, however, nearly insensitive to changes in the
chlorophyll concentration (changes with Chl are within £10%), at least in the concentration range
0.03-3. mg m-3 and for geometries typical of ocean colour remote sensing. Therefore, the
knowledge of the chlorophyll concentration is not required to use the above equation, and the error
in the atmospheric correction at 510 nm, 4p(510), is obtained as

4p(510) = |( (510)measured — Ppath (510)estimated )/ td (510) |~ pyy (510) (11)

If Ap(510) is lower than a given threshold (cf. publication in Remote sensing of environ.,
appendix), then the presence of absorbing aerosols is indicated (positive answer). If the answer of
the test is negative (clear maritime atmosphere), the atmospheric correction is extended to the
whole spectrum (412 to 680 nm). If the answer is positive (i.e, presence of absorbing aerosols),
then a confirmation is asked. Indeed, when Ap is below the selected threshold, it could be due to a
overestimation of p\,(510), rather than to an incorrect atmospheric correction. The verification is

carried out through a second test, using however the lower limit of [ p,,(510) ]y, that is its value
minus the standard deviation apw(510).

The present algorithm must be applicable globally. Therefore, using unique values for
[ pw(510) Jn and o0,,,,(510) might be inappropriate. This option has been actually abandoned in the

operational implementation of the MERIS algorithms. Indeed, the changes of the marine
reflectance at 510 nm are minimal yet significant enough so that ignoring them, in particular their
seasonal changes, could lead to bias the dust detection.

A climatology of the monthly average of these two quantities has been therefore derived from
7 years of the standard SeaWiFS level-3 data (1998 to 2004; data from the NASA reprocessing
#4), at a spatial resolution of 1/6°, i.e., about half the resolution of the SeaWiFS level-3 “Standard
Mapped Images” data. For a given month, the climatological monthly averages have been
computed from the 7 individual monthly composites, by dividing the sum of individual values by
the total number of pixels (these two values are available in the Level-3 SeaWiFS binned
products). The standard deviation was similarly derived from 7 monthly values of the sum of
squares of the data and over the 7 years, so that it includes both a spatial dimension (changes
within the 1/6° bin) and a temporal dimension (variability within a month and among the 7 years).




OREOCE i Doc: MERIS_ATBD 2.7 v5.1-July2011
> "oo , Laporatmre . Name: MERIS Atmospheric Correction Over Case 1 Waters
g 5 d’Oceanographie Issue: 5
© = : Draft Rev: 1
st de Villefranche Date: July 18, 2011
A Page: 22

Because the standard NASA atmospheric correction scheme for the SeaWiFS sensor cannot
cope with absorbing aerosols, however, an overcorrection of the visible observations occurs when
they are present in the atmosphere, leading to underestimated marine reflectances at 510 nm [e.g.,
Schollaert et al., 2003]. The lowest p(510) values were therefore reset to a minimum value of
0.008, as empirically determined from in situ observations [see, e.g., Fig. 3 in Nobileau and
Antoine, 2005]. Similarly, large values have been put to an upper limit of 0.016, assuming that
larger values cannot be found in Case 1 waters. A similar bounding has been applied to o(p,,),

with extrema of 1.5 10-3 and 5 10-3,

Examples of the climatology for the months of January and July are shown in Fig. 3.3bis. As
expected, the changes between these two seasons are low, yet significant enough as regards the
error budget at 510 nm to justify the need for using this climatology instead of a unique value.

When processing a pixel, p, (510) and o(p,) are spatially interpolated from the surrounding

grid points of the monthly climatology. There is no time interpolation, i.e., the monthly averaged
value for a given month is used for all days in this month.

60°N AT L=
gl B V)
g ) i
30°N S _(\{ ys
0 = P :--“.
i ] %
g ¢
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Figure 3.3 bis: 7-year (1998-2004) monthly climatology of the average marine reflectance at 510 nm, p,, (510) (top),
and of its standard deviation, o(p,) (bottom), for the months of January (left column) and July (right), and as derived
from 7 years of standard SeaWiFS level-3 composite data (see text).
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3.1.1.4.3 Computation of the diffuse transmittance, and getting the water-leaving radiance

NOTE: This section describes how diffuse transmittances were determined in initial
implementations of the MERIS atmospheric corrections. It is valid for all data processed until
2010. Starting from the MERIS 3" reprocessing (January-March 2011), the formulation detailed
below was replaced by full radiative transfer computations, as described at the end of this section.

This step of the atmospheric correction is of great importance, even if it has been usually
considered as a routine operation. The diffuse transmittance term actually conceals several
processes, each one either removing radiation from, or adding radiation to, the water-leaving
radiance travelling along the pixel-to-sensor path. In addition, any error in ty(4,6) is directly

transferred to as the same error in the water-leaving reflectance. The expression used to calculate
the diffuse transmittance should account (1) for the loss of radiance due to absorption along the
path from the pixel to the sensor, (2) for the loss of radiance due to scattering of water-leaving
radiances out of the viewing direction, and (3) for the gain of radiance due to the scattering of
water-leaving radiance from the neighboring pixels into the viewing direction (this third
contribution implies that ty(4,6) can be theoretically > 1, e.g., the environment effect).

In the following, it is supposed that the target is homogeneous, and ty(4,6), where @is the

viewing angle, is then

tg(4,0)=1;(4,0)tw(4,0) tag (4,0) taa(4,0) ts(4, 0) tas (4, 6) (12)

where t_,(A,0) is the transmission factor related to absorption by ozone
t,,(A,0) is the transmission factor related to absorption by water vapor
t,;(1,0) is the transmission factor related to absorption by other absorbing gases
t..(A,0) is the transmission factor related to absorption by aerosols
t(A,0) is the transmission factor related to scattering by molecules
t..(A,0) is the transmission factor related to scattering by aerosols

In principle, the choice of the wavelengths for the MERIS channels ensures that t (A, 0)
and t,,(%,0) are unity. The contributions of absorption by ozone and aerosols are simply expressed

as:

t,(A,0) = exp[—h) and t.(A,0)= exp[—w) (13)
W 7

The individual contributions of scattering by aerosols and molecules are expressed as:

t..(A,0) = exp(—%) (14)

t.(1,0) = exp(—%) (15)
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where x is the cosine of 6, z, is the optical thickness of the component x, @, and a; are the
single scattering albedos of aerosols and molecules. the ratio @, can take different values
depending on the aerosol model and e is unity for the channels here considered. F, and F, are the

backward scattering probabilities of aerosols and molecules, respectively (i.e., the ratio of the
backward scattering coefficient to the total scattering coefficient). F, can take various values

depending on the aerosol model, and F, is 0.5. By assembling the expressions for t_, (A,0) and
t,s(4,0), it follows that the contribution of aerosols to the diffuse transmittance is

(1 — Wy (1 — Fa)) Ta} (16)
U

t,(1,0) = exp(—

By reassembling the above expression with those for ozone and Rayleigh scattering, and by
using the numerical values of @; and F,, it follows that the diffuse transmittance is

To7 +(1— g Fy) 7 +0.57; )
H )

W0 = o - )

Note that F, stands now for the forward scattering probability of aerosols.
7:(A) is set to a fixed value for standard atmospheric pressure (Pp), and has to be multiplied
by P/Pg if P is the actual atmospheric pressure. 7,,(4) is computed from the knowledge of the

ozone integrated content (mAtm cm), combined with the ozone absorption coefficients for the
wavelength in question. z,(A) is obtained at the end of the atmospheric correction (see below). The

ratios @, and F, are obtained in the same way, i.e., by averaging the values for the 2 aerosols

selected by the atmospheric correction following the mixing ratio.
Note that the aerosol contribution to ty(4,6) was ignored in the CZCS algorithms, because it is

usually small, except for large optical thicknesses, i.e., when the CZCS atmospheric correction
was anyway unable to work properly. The aerosol term is included here in the calculation of the
diffuse transmittance, to avoid introducing inaccuracies at the end of an a priori accurate
atmospheric correction.

What is now done for the MERIS 3™ reprocessing:

The formulation described above has been considered not accurate enough (see, e.g., section
3.1.3.2.3 of this ATBD). It has been replaced by full radiative transfer computations. The practical
implementation of these RT computation is described in two documents:

Specification of the Scientific Contents of the MERIS Level-1b & 2 Auxiliary Data Products
(doc number PO-RS-PAR-GS-0002).

Specification of the Contents of the MERIS Radiative Transfer Tools used to Generate the
Level-2 Auxiliary Data Products (doc number PO-RS-PAR-GS-0003)

The two documents are publicly available from the ENVISAT web page, at the following link:

http://www.envisat.esa.int
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3.1.1.4.4 Retrieval of the aerosol optical thickness, 7,

Once a couple of aerosol models (the two “bracketing” aerosols) has been selected by the
atmospheric correction algorithm, the two values of 7,(865) associated with these two aerosol

models are averaged following the “mixing” ratio. From the tabulated spectral variations of the
selected aerosol models (or aerosol model assemblages), the optical thickness can also be
estimated at any wavelength in the visible, with however a lesser accuracy.

3.1.1.4.5 Additional steps

The links with the other segments of the ground processing, as they are described in the
ATBD(s) 2.5, 2.6, 2.8 and 2.9, are shown in Fig. 3.2a. The first link is with the “Case 2 bright
waters flag”, which should indicate if sediment-dominated waters are actually observed. Water-
leaving reflectances in the near-IR are then passed on to the atmospheric correction algorithm,
These reflectances are subtracted from the total reflectances, before entering the atmospheric
correction. The other links are at the end of the atmospheric correction, which pass the water-
leaving reflectances either at the Case 1 (ATBD 2.9) or Case 2 (ATBD 2.8) processing, depending
on the value of the “Case 2 waters flag”.

Another entry in the atmospheric correction (not discussed in this ATBD, and not
implemented at present time) concerns the effect of stratospheric aerosols (in case of perturbed
conditions; for instance after significant volcanic eruptions) or of thin cirrus clouds (see section
3.1.1.6.6). If such a correction is operated for MERIS, it should be at the top level of the
algorithm, that is after radiances have been transformed into reflectances, and before entering the
atmospheric correction. It can be anticipated that such a correction would be carried out a priori,
by subtracting from the total reflectance known (precomputed) values of the reflectance due to the
stratospheric aerosols. Preliminary studies (Gordon et al., 1997) indicate that this kind of
correction is not so straightforwardly carried out.

3.1.1.5 Implementation / test of the algorithm.

3.1.1.5.1 Aerosols over the ocean.

In principle, all kinds of aerosols are possibly encountered over the oceans. The presence of a
peculiar aerosol type, and its relative proportion in the total aerosol load, are depending on the
history of the air mass in question. When the region of interest is free from any continental
influence, however, the situation can be described following a more or less general vertical
structure and composition (WCRP, 1986): The oceanic boundary layer (from the sea surface to an
altitude of about 2 km) contains a “maritime” aerosol, mainly composed of the “sea-salt
component” (liquid water and sea-salt particles), always containing however a small background
of “water-soluble” particles (small particles, below about 0.05 zm, e.g., ammonium, calcium
sulfate, organic compounds...). This boundary layer aerosol is non-absorbing (e about 0.97 0.98).
Above the boundary layer, within the “free troposphere” (about 2-12 km), aerosols from
continental origin are always present, even if their optical thickness is usually very low (e.g.,
WCRP, 1986). This aerosol of continental origin is usually moderately absorbing (e about 0.9-

0.95). Finally, the stratosphere and the upper atmosphere (12-30-100 km) contain a background of
non-absorbing aerosol, which can be represented by particles consisting of a 75% solution of
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sulfuric acid in water (H,SO,). The optical thickness of this aerosol is extremely low (about 0.005

at 550 nm), except during the months (years) following large volcanic eruptions.

Within this ensemble of three aerosol types, the boundary layer aerosol usually contributes to
about 75% of the total aerosol optical thickness at 550 nm.

Even in absence of volcanic eruptions, deviations from this “generic” vertical structure and
composition are observed, and are usually due to air masses of continental origin. In this case, the
layer that is frequently affected is the free troposphere, which can then contain significant
concentrations of particles of continental origin (either desert dust or insoluble particles of other
terrestrial origins, usually referred to as the “rural aerosol”). This kind of aerosols are moderately
(“rural aerosol™), or strongly (desert dust), absorbing. In the case of desert dust outbreaks, the
optical thickness can be very high. The other perturbation of continental origin is due to human
activities. It is more confined to the coastal regions (and usually east of continents), and is
characterised by the presence of “soot-like” absorbing particles, incorporated into the “rural”
aerosol. This kind of perturbation usually concerns the boundary layer.

With such a sketch of aerosol climatology, it is obviously not intended to encompass all
possible situations, either intermediate or clearly different from those exposed here. For example,
the maritime aerosol can be slightly different from an ocean to another one (e.g., between Pacific
and Atlantic oceans, Villevalde et al., 1994), desert dusts have different optical properties as a
function of their origin (Sahara or Asian deserts); they are not only present in the free troposphere,
as they ultimately sink into the ocean, etc...

3.1.1.5.2 Conditions selected for simulating radiative transfer in the atmosphere.
3.1.1.5.2.1 The “standard” atmospheric vertical structure.

The standard atmosphere vertical structure adopted here is based on the profile
recommended by WCRP (1986) for open oceanic areas. It is typical of clear oceanic atmospheres,
and is as follows (the definition of the aerosol models is provided in the next section):

* Boundary layer (0-2 km):

Maritime or coastal or rural aerosol model (Shettle and Fenn, 1979; Gordon and

Wang, 1994), for RH = 50 or 70 or 90 or 99%.

(non-absorbing aerosols, @ about 0.98-0.99)

Optical thickness is made varying from 0.03 to 2 at 550 nm.
* Free troposphere (2-12 km):

Continental aerosol (WCRP, 1986)

(slightly absorbing aerosol: 0.95 < @< 0.98)

Optical thickness is constant, and equal to 0.025 at 550 nm.
» Stratosphere (12-50 km):

A 75% solution of sulfuric acid in water (WCRP, 1986)

(non-absorbing aerosol, @ about 0.99)

Optical thickness is constant, and equal to 0.005 at 550 nm.

The constant contribution of the continental + HoSO,4 aerosols is not so important if we

consider the aerosol optical thickness of the atmosphere; its influence on the spectral variation of
this optical thickness, however, is significant and results in a spectral change close to that
observed over remote ocean areas. The total optical thickness resulting from this aerosol




oRE "-’(—'*"44,,._ H Doc: MERIS_ATBD_2.7_v5.1-July2011
,§ (’% , Laporatm re . Name: MERIS Atmospheric Correction Over Case 1 Waters
5 5 d’Oceanographie Issue: 5
=) ) : Draft Rev: 1
Bl S de Villefranche Date: July 18, 2011
FRANCHY Page: 27

assemblage is spectrally varying according to Angstrém exponents between about 0 and 0.5, when
the wavelengths 443 and 865 nm are considered.

In order to incorporate a spectrally flatter aerosol, one peculiar assemblage has been also
defined, where the free troposphere and the stratosphere are free of any aerosols, and the boundary
layer contains the maritime model with a relative humidity of 99%.

3.1.1.5.2.2 Peculiar aerosol vertical repartitions.

Absorbing aerosols

The use of other sets of aerosol models is dictated by the test at 510 nm. This additional set
includes the 6 dust aerosol models proposed by Moulin et al. (2001) (“BDS” and “BDW” models).
When introduced, they are distributed homogeneously from the surface to either 2 or 5 or 7 km. At
the end, they represent 18 aerosol assemblages.

The backgrounds of continental aerosol (2-12 km) and of stratospheric aerosol (12-30 km) are
still present, and a maritime aerosol model is also present in the boundary layer, with a minimal
optical thickness of 0.05.

When dust is present in the free troposphere, the 5 optical thicknesses are 0.05, 0.2, 0.5, 0.8
and 2 at 550 nm.

“Blue aerosols”

Three so-called “blue” aerosol models (see later for their optical properties) have been also
introduced, with a vertical profile that follows an exponential decrease of the optical thickness
with a scale height of 2 km.
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Figure 3.6. Aerosol extinction normalised at 865 nm, as a function of wavelength. From top to bottom: “standard
assemblage” with the maritime model for RH = 70, 80, and 99%.

3.1.1.5.2.3 Aerosol models and their optical properties.

The aerosol models used in the present work are constructed from the basic aerosol
components defined in Shettle and Fenn (1979) (thereafter referred to as S&F79), WCRP (1986),
and Moulin et al. (2001). These components consist of spherical particles (allowing the Mie theory
to be applied), characterised by a peculiar particle mixing ratio, and size frequency distributions
following log-normal laws or the modified gamma function (see Tables 3.1, 3.2 and 3.3). For some
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of these aerosols, the index of refraction of the particles depends on the relative humidity (RH); the
real part of this index tends to that of water as RH increases, and its imaginary part (which
determines absorption) decreases (Table 3.4). The aerosol models are the following:

* “Maritime model” (Shettle and Fenn, 1979; see also Gordon and Wang, 1994): this is a
mixture of sea salt solution in water, plus a contribution of tiny continental particles. The index of

refraction and the mean radius of particles is RH-dependent.

* “Rural model” (Shettle and Fenn, 1979; see also Gordon and Wang, 1994): this is an
aerosol made only of tiny continental particles. The index of refraction and the mean radius of

particles is RH-dependent.

* “Coastal model” (Shettle and Fenn, 1979; see also Gordon and Wang, 1994): this is a
mixture of sea salt solution in water, plus a contribution of tiny continental particles. The index of

refraction and the mean radius of particles is RH-dependent.

» “Blue aerosols”: these non-absorbing models are called “blue” because of the high
spectral dependence of their scattering (they are similar to models used by the POLDER mission).
They are made of a single component of spherical particles for the whole size spectrum, with a
Junge power-law size distribution (see below). Those models have a complex refractive indices of
(1.44,0) - wavelength invariant - and Angstrom exponent alpha of 2, 2.5 and 3.

* “Continental model” (WCRP, 1986): this model is a mixture of water soluble (29%), dust-
like (70%), and soot particles (1%). These 3 basic components are not necessarily the same than in

Shettle and Fenn (1979).

* “Stratospheric model” (WCRP, 1986): this model is represented by a 75% solution of
sulfuric acid in water. It is non-absorbing, and the size distribution follows a modified gamma

function (see below).

* “Desert Dust models” (Moulin et al., 2001): these models are made of three log-normal

distributions and two refractive indices.

The size distributions of the models defined by Shettle and fenn (1979), Moulin et al.
(2001) and by WCRP (1986) are represented by lognormal distributions (Eq. 18), except for the
H,SO,4 model, which is represented by a modified gamma function (Eqg. 18”). The blue aerosols

follow a Junge power-law size distribution (Eq. 19):

2 2
() = dN(r Z ( J exp(_(log(r) ~log(r)Y’) !
L In(lO) f o m— L 2 of
(18)
a /4
n(r)y=——~= dN(r) =A {LJ exp| —b {LJ , withrp =1 um (18%)
dr o 19
nr)=r (19)
Aerosol model Particles Volume Particle
(components) percentage percentage
Maritime Rural aerosol mixturest 99 %
(S&F79) Sea-salt solution in water (“oceanic”) 1%
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Coastal Rural aerosol mixturess 99 %

(S&F79) Sea-salt solution in water (“oceanic”) 1%

Rural Rural aerosol mixturest 100 %

Dust Large particles 3.910-5%

(Moulin et al., 2001) Medium particles 45.79
Small particles 54.21 %

Continental Water soluble 29 93.876 %

(WCRP, 1986) Dust-like 70 227106 %
Soot 1 0.06123 %

H5S0y4 75% solution of 100 100

(WCRP, 1986) sulfuric acid in water

Table 3.1. proportion of the aerosol components (1 70% of water-soluble particles, 30% of dust-like particles).

Aerosol component (S&F 79)

Parameters of the size distribution

) a/In(10) exp(o)

Rural aerosol mixtures RH 50% 0.02748 0.35 2.238724

RH 70% 0.02846

RH 80% 0.03274

RH 90% 0.03884

RH 99% 0.05215
Sea-salt solution in water RH 50% 0.1711 0.40 2.51188

RH 70% 0.2041

RH 80% 0.3180

RH 90% 0.3803

RH 99% 0.7505

Table 3.2. parameters of the aerosol size distributions: models from Shettle and Fenn (1979)
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Figure 3.4: Examples of aerosol phase functions, for the aerosols as indicated. Wavelength is 550 nm.

(WCRP, 1986) o a/In(10) exp(o)
Water soluble 0.005 0.475 2.99
Dust-like 0.5 0.475 2.99
Soot 0.0118 0.30 2.00

A a 14 b
75% HySOy4 324 1 1 18
Volcanic ash 5461.33 1 0.5 16

Table 3.3. parameters of the aerosol size distributions: models from WCRP (1986)

Parameters of the size distribution

) alln(10) exp(o)
Large dust particles 6.24 1.89
Medium dust particles 0.022 3.2

Small dust particles 0.001 2.13
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Table 3.3 bis. parameters of the aerosol size distributions: models from Moulin et al. (2001)

443 nm 510 nm 560 nm

n n’ n n’ n n’
Sea salt (S&F79)* 1.500 251 1077 1.500 117 107 1.499 112 107
Water-soluble (S&F79) * | 1.530 .500 10-2 1.530 .500 10-2 1.530 .600 10-2
Dust-like (S&F79) * 1.530 .800 102 1.530 .800 102 1.530 .800 102
Oceanic, RH = 70% 1.416 128 107 1.414 622108 1.412 720108
Oceanic, RH = 80% 1.358 444 108 1.355 249 108 1.354 452 108
Oceanic, RH = 90% 1.349 319108 1.348 193108 1.345 406 108
Oceanic, RH = 99% 1.339 165 108 1.336 124 108 1.335 .357 108
Water soluble (WCRP86) | 1.530 500 10-2 1.530 500 102 1.530 600 102
Dust-like (WCRP86)" 1.530 .800 10-2 1.530 .800 102 1.530 .800 102
Soot (WCRP86) T 1.750 455 1.750 450 1.750 439
Volcanic ash (WCRP86) | 1.500 800 102 1.500 .800 102 1.500 .800 102
75 % H,SO, solution 1.436 .100 10”7 1.431 .100 10”7 1.430 .106 10”7
Moulin, BDS models 1.53 0.0091 1.53 0.0073 1.53 0.0054
Moulin, BDW models 1.53 0.0045 1.53 0.0030 1.53 0.0020

Table 3.4. complex refractive indices, n — i n’, for wavelengths 443, 510, and 560 nm.

T S&F79 stands for Shettle and Fenn (1979). These aerosol components are combined to generate the aerosol models
listed in Tables 3.1 and 3.2.

T WCRP86 stands for WCRP (1986). These aerosol components are combined to generate the aerosol models listed
in Tables 3.1 and 3.3.

Table 3.4 continued, complex refractive indices, n —i n’, for wavelengths 709, 778, and 865 nm.

709 nm 778 nm 865 nm

n n’ n n’ n n’
Sea salt (S&F79)* 1.489 287 10°° 1.485 151 105 1.480 793 105
Watersoluble (S&F79)+ |1.529 732 102 1.525 .944 1072 1.520 121101
Dustlike (S&F79) * 1.529 .800 102 1.525 .800 102 1.520 .800 102
Soot (S&F79) * 1.750 430 1.750 430 1.750 430
Oceanic, RH = 70% 1.408 164 106 1.405 822 106 1.402 404 105
Oceanic, RH = 80% 1.351 801 10”7 1.350 .346 106 1.348 .138 105
Oceanic, RH = 90% 1.343 675 1077 1.342 275 106 1.340 .985 106
Oceanic, RH = 99% 1.333 521 107 1.332 .189 106 1.330 .498 106
Water soluble (WCRP86)| 1.529 7331072 1.525 .944 102 1.520 121101
Dustlike (WCRP86)T 1.529 .800 102 1.525 .800 102 1.520 .800 102
Soot (WCRP86) T 1.750 430 1.750 430 1.750 430
Volcanic ash (WCRP86) |1.500 800 1072 1.500 .800 102 1.500 .800 102
75 % H,SO, solution 1.428 304 1077 1.427 975 1077 1.425 212 106
Moulin, BDS models 1.53 0.00385 1.53 0.00292 1.53 0.00120
Moulin, BDW models 1.53 0.0007 1.53 0.0005 1.53 0.0005

T S&F79 stands for Shettle and Fenn (1979). These aerosol components are combined to generate the aerosol models
listed in Tables 3.1 and 3.2.

T WCRP86 stands for WCRP (1986). These aerosol components are combined to generate the aerosol models listed
in Tables 3.1 and 3.3.
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The aerosol phase functions have been computed by using Mie theory, and for the six
MERIS bands selected for the present study (443, 510, 560, 709, 778, and 865 nm). Examples are
shown in Fig. 3.4. It has been previously checked that the use of the central wavelength (rather
than averaging over the bandwidth) does not produce significant differences in the resulting phase

function (cf JRC contract, 1995).
The extinction coefficients computed from these phase functions are shown on Fig. 3.5, for

given conditions, as the ratio of ¢(4) to ¢(865). This ratio characterises the spectral dependency of
the aerosol extinction

| ! | | |
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Figure 3.5: the ratio c(1)/c(865) as a function of wavelength (linearlog scale), and for several aerosol models selected
for the present study (“mar” is the maritime model for various relative humidities, “urb” is the urban model, etc..).

The complete set of aerosol assemblages therefore contains 34 aerosol assemblages:

» Maritime model (part of the initial set)

RH = 99% for the maritime model (Shettle and Fenn, 1979), the free troposphere and the
stratosphere are free of any aerosols ==> 1 assemblage

» Maritime model (part of the initial set)

4 RH (50, 70, 90, and 99%) for the maritime model (Shettle and Fenn, 1979), plus constant
backgrounds in the free troposphere and the stratosphere ==> 4 assemblages

* Coastal model (part of the initial set)

4 RH (50, 70, 90, and 99%) for the maritime model (Shettle and Fenn, 1979), plus constant

backgrounds in the free troposphere and the stratosphere ==> 4 assemblages

* Rural model (part of the initial set)
4 RH (50, 70, 90, and 99%) for the maritime model (Shettle and Fenn, 1979), plus constant

backgrounds in the free troposphere and the stratosphere ==> 4 assemblages

* “Blue aerosols”
==> 3 assemblages

These first sixteen models form the initial set of aerosol models that is used in any case.
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* Dust aerosol (only examined if the test at 510 nm is positive)
The 18 models defined in Moulin et al. (2001), plus constant backgrounds in the boundary
layer (maritime, RH=99%, optical thickness is 0.05), the free troposphere and the stratosphere
==> 18 assemblages

The use of these 18 models is dictated by the test at 510 nm.
3.1.1.5.2.4 Generating the lookup tables (LUTS)

Lookup tables have been generated, containing (1) the 3 coefficients of the quadratic
relationship between [ppath / or, a=0] and z,, (2) the Rayleigh reflectances for an aerosol free
atmosphere p; -0, and (3) the aerosol extinction coefficients for all aerosol assemblages,

normalised by their value at 865 nm. The “data” needed to made up these tables have been
generated by Mie computations (phase functions and extinction coefficients), and by radiative
transfer computations, with the following conditions:

Aerosols - all aerosol assemblages, as described above.

7,(550) :0.03, 0.1, 0.3, 0.5 (and 2, see section 3.1.1.6.5) for the “standard cases”
0.05, 0.2, 0.5, 0.8 (and 2, see section 3.1.1.6.5) for the “non standard cases”

A : 443, 510, 560, 709, 778, 865 nm

s : From 20 to 68°, each 4° (13 values)

Atmospheric pressure is 1013.25 hPa.
The sea surface is flat, and the ocean is totally absorbing (no water-leaving radiances)

The values obtained for the ratio [opath / £r, a=0l at 5 different aerosol optical thicknesses,

and the ratio 1 for an aerosol-free atmosphere (so: 6 points) are fitted to a second order polynomial
and the 3 coefficients are stored in the LUT. To test the algorithm, additional simulations are
carried out, while their results are not incorporated in the lookup tables.

3.1.1.5.3 Test in “standard” conditions (the ““standard” set of aerosol assemblages)

3.1.1.5.3.1 Estimation of the path reflectance cf. Warning page WY

The lookup tables described in the previous section have been used to test the proposed
algorithm, by introducing into the algorithm total reflectances at the TOA level, as simulated with
the maritime aerosol for RH = 85%. Results are presented either for specific geometries (Fig. 3.7;
configurations typical of a MERIS scan), or in a more general form in Fig. 3.8; these results show
that, for the clear maritime atmospheres, the required accuracy (+0.002 in reflectance at 443 nm)
is reached by the algorithm. The error at 560 nm is usually ¥z or % of the error at 443 nm, even if
larger errors at 560 nm are sometimes encountered. Errors above the +/- 0.002 limit are actually
obtained either for geometrical configurations where sun glint should actually avoid any
correction, or for high optical thicknesses. It is noticeable that better results are obtained when the
Monte Carlo technique (with its unavoidable stochastic noise) is abandoned for the generation of
the pseudo data and the lookup tables, and replaced by an exact technique. This has been tested for
instance with the Matrix Operator Method.
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3.1.1.5.3.2 Retrieval of the aerosol optical thickness
Fig. 3.9 shows the relative error in the aerosol optical thickness, as retrieved for 865 nm.
Most of these errors are within £15%, and often considerably less.
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Figure 3.7. Error in the retrieved top of atmosphere water leaving reflectance at 443 nm, for the maritime aerosol
with RH = 85%, and for the geometrical conditions indicated. Dotted line is for 75(550) about 0.3, dashed line for

75(550) about 0.1 (i.e., about the mean over remote oceanic areas).
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Figure 3.8. Histogram of the error in the retrieved top of atmosphere water leaving reflectance at 443 and 560 nm
(expressed as the frequency of each class relative to the most represented class), for the maritime aerosol with RH =
85%. The results for the 4 aerosol optical thicknesses and various geometries are here pooled together (4004 cases).

The percentage of errors within +/ 0.002 is indicated.
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Figure 3.9. Histogram of the relative error in the aerosol optical thickness retrieved at 865 nm (same 4004 cases as in

Fig. 3.8).

Chl = 0.03 mg m*? Chl = 0.3 mg m3 Chl =3 mg m?
LI 1 — o LI ! = lgy 11 LI 1 = lyy T 1

6 L 29 %, (N = .5143) 110l 53 %&‘;?713) 110l 34 %, (N = ?712) ]
£ 0.8 H0.8 - 1 H0.8 - | .
2 M | M |
2 0.6 0.6 |- !. 0.6 |- 5 2
> i ™ — I 1.0 E
S 04 Ho4 | 04 F t -
= A ! . ] ! !; _
W ' T '
% 02} ‘—~0.2~ T || ~0.2ﬂ‘ ;Ww

ool LU g LT Yo E L] [T

) 0.0 0.0
54-3-2-1012345 54-3-2-1012345 -5-4-3-2-101

234

Figure 3.10. Histograms of the error in the pigment index due to the error Ap in the atmospheric correction, for 3
nominal values of Chl, as indicated (the same 4004 cases as in Fig. 3.8, for each panel). The percentage of “exact
retrievals” is indicated, as well as the total number of cases for which a chlorophyll concentration has been computed.

3.1.1.5.3.3 Impact on the pigment index retrieval
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The impact of the errors in the atmospheric correction on the pigment index (Chl) retrieval
can now be assessed. The bio-optical algorithms defined for MERIS (see ATBD 2.9 and Morel and
Gentili, 1996) have been used here, under the form of a polynomial expression

Log10(Chl) =0.4389 — 3.3626 Iry3 + 3.9348 Ir 32 — 3.0787 Ir;33 + 0.6298 Ir; 54 (20)

where Iry5 is the decimal logarithm of the largest among the three following ratios of the fully
normalised water-leaving reflectances: (443/560) (490/560) and (510/560).

The error 4p(A) obtained at the end of the atmospheric correction is equal to t4(&4,,1)
Apy(A). To infer the impact of the error in atmospheric correction on the pigment concentration

retrieval, fully normalised water-leaving reflectances were derived from the marine reflectances
through (see list of symbols)

fi(2.65)  bp(4)

[t Pw (2,605,6", A9)|= 7 t4(2.6,) tg, (2) R(O") 6.7 48] ) (21)
N[ @=p) @-pe(9))
m(e){(l_m) " } (22)

A new pigment concentration, Chl’, is then computed and compared to the initial
concentration, Chl. An iterative procedure is necessary, because the value of the f/Q ratio is
dependent upon the chlorophyll concentration, which is the unknown of the problem (see Morel
and Gentili, 1996; MERIS ATBD 2.9). The comparison has been made for pigment concentrations
of 0.03, 0.3 and 3 mg m-3. The histograms of the errors in Chl are shown in Fig. 3.10.

Each of the three histograms in Fig. 3.10 merges the errors in the retrieved chlorophyll
concentration for 7, = 0.03, 0.1, 0.3 and 0.5 at 550 nm, and for several geometries. These errors are
expressed in terms of a number of (Chl) classes: values between x and x+1 (x being an integer
between 0 and 4) mean that the retrieved (Chl) concentration is overestimated by x (Chl) class.
Along the same line, values between x-1 and x mean that the retrieved (Chl) concentration is
underestimated by x (Chl) class. Therefore, all values between —1 and +1 correspond to an “exact
retrieval” in terms of (Chl) classes. Less than 40% of the retrieval fulfill this condition when Chl =
0.03 mg m-3 (Fig. 3.10), and a slight positive bias affect the retrieved concentrations. The results
for Chl = 0.3 mg m-3 are in better shape, with no bias and 65% of exact retrievals. A bias of about
minus one class (i.e., -20%) occurs for Chl = 3 mg m-3, and 46% of the errors are within the limit
of +1 class.

When Chl = 0.03 mg m-3, the low percentage of exact retrievals is actually consistent with
the severe accuracy requirement for the domain of low (Chl) (see Fig. 3.1(c); remind that a shift of
only one class of concentration represents a —20% or +25% change in (Chl)). The discrimination of
10 (Chl) classes between 0.03 and 0.3 mg m-3, as initially aimed at, seems limited by the accuracy
of the atmospheric correction. Lowering the number of (Chl) classes to be detected to 5 between
0.03 and 0.3 mg m-3, for instance, would increase the acceptable errors in py,(443).
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The bias observed when Chl = 3 mg m-3 was not expected to the extent that the errors in
atmospheric correction are the same for the three panels of Fig. 3.10. Errors that do not bias the
pigment retrieval for low and moderate chlorophyll concentrations (i.e., high p,(443)), have an

impact for higher concentrations because the actual blue-to-green ratio is close to 1. This bias is a
consequence of the nature of the algorithm, which performs extrapolation of the atmospheric
contribution from the near infrared toward the visible, with, in general, increasing errors with
decreasing wavelength. As far as we know, this problem, occurring for chlorophyll concentrations

around 3 mg m-3, seems not to have been acknowledged.

3.1.1.5.4 Test with absorbing aerosols

Here the reader is referred to the two following publications, provided in Appendix:

Antoine and Morel, 1999, “A multiple scattering algorithm for atmospheric correction of remotely-
sensed ocean colour (MERIS instrument): principle and implementation for atmospheres carrying
various aerosols including absorbing ones”, International Journal of Remote Sensing, 20, 1875-

1916.

Nobileau, D. and D. Antoine, 2005, Detection of blue-absorbing aerosols using near infrared and
visible (ocean colour) remote sensing observations. RemoteSensing of Environment, 95, 368-387.
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3.1.1.6 Sensitivity studies cf. Warning page \

In this section, the impact of various parameters on the atmospheric correction is examined
through sensitivity studies. The principle is to operate the correction by using the database
generated for the prescribed standard conditions (i.e., a flat sea surface, and specified constant
values for atmospheric pressure and 0zone content), to process data issued from simulations where
the conditions are different, regarding one parameter of interest. The amplitude of the error in the
retrieved water leaving reflectances should then provide information to decide if the natural
variability in the parameter in question has to be accounted for (by increasing the dimension of the
lookup tables) or, on the contrary, if this parameter can be kept to a constant and mean value.

3.1.1.6.1 Vertical distribution of aerosols / “special’ aerosols

Even if the standard vertical structure of aerosols adopted to implement the algorithm has
been derived from observations and from the recommendations of aerosol specialists, it is clear
that different vertical structures are possible over the ocean. Different aerosol types (i.e., composed
of other components than the standard aerosols used before) are also possibly encountered. The
following have been tested here:

(1) In the free troposphere, the desert dust model of Schiitz (1980) is replaced by the dust-like
aerosol component described in WCRP (1986). The dust and the boundary-layer aerosol (the
maritime model, with RH = 80%) are each responsible for 50% of the optical thickness, z,,

which is set to 0.05 and 0.50 at 550 nm. This profile illustrates a situation where the aerosol in
the lookup tables and the actual aerosol have a similar spectral behaviour in the near infrared,
whereas their absorption characteristics diverge in the visible.

(2) The continental aerosol within the free troposphere is replaced by an aerosol whose particle
size distribution follows a Junge law, with v= 3, with refractive indices of 1.33 (water) and
1.50 (continental particles), and with z; = 0.1 at 550 nm. The boundary layer is as above, with

an optical thickness of 0.03 or 0.3. This situation corresponds to blowing over the ocean of
continental, non-absorbing, particles.

(3) The urban model with small particles is replaced by a model with a larger mode (Shettle and
Fenn, 1979). The constant background in the free troposphere remains as in the standard cases
(clear atmospheres). This situation could be encountered above near coastal waters, overlaid by
air masses close to their source of soot particles.

(4) A moderately absorbing mixture of oceanic particles and desert dust (dust particles being either
10 or 50% of the total particle number) replaces the pure maritime aerosol in the boundary
layer. The constant background in the free troposphere remains as in the standard cases (clear
atmospheres). This profile corresponds to the sinking of desert dust into the sea.

(5) A convective atmosphere is simulated by annihilating the vertical structure in the boundary
layer and the free troposphere, and by replacing the standard maritime and continental aerosols
by the same mixtures as above, with a scale height of 3 kilometers within the whole
troposphere. The total aerosol optical thickness is set to 0.05 and 0.3.

(6) Idem as (5) but for the urban aerosol (with RH = 80 or 99%).

(7) The extension of the desert dust layer is reduced to 4 km (between the altitudes 2 and 6 km),
instead of 10 km (2 to 12 km) in the previous profiles, with an optical thickness of 0.1. The
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boundary layer aerosol is the maritime model with RH = 80%. This structure aims at
representing a dust layer after a long transport over the ocean (it is likely that this kind of layer
tends to narrow during its transport; Powell, 1995).

The 7 aerosol distributions were used to simulate TOA total radiances for & = 20, 40, and

60°. The error of atmospheric correction at 443 nm obtained for these aerosols are pooled together
for several geometries, and they are presented in Fig. 3.19 and discussed below in reference to the
numbering used above. The corresponding errors in the retrieved pigment index are presented ni
Fig. 3.20.

(1) Absorption is systematically detected for z; = 0.5, and less frequently for z, = 0.05. The

increasing departure of the [c(A) / ¢(865)] ratios with decreasing wavelength, between the two
desert dust models (WCRP (1986), used for the test, and Schiitz (1980), in the lookup tables)
leads however to an over-correction of about 0.004 at 443 nm. These rather bad results
emphasise the need for a correct representation of the absorption properties of the aerosols in
the visible domain.

(2) The situation is approximately converse of that in (1), i.e., an under-correction, with however a
greater percentage of errors within £0.002. Introducing aerosols with a strong scattering
selectivity within the lookup tables (they are not represented now) would probably brought the
bias observed here close to 0.

(3) The reasonably good results for the correction of the large urban aerosols indicate that some
uncertainty in the representation of the coarse mode of the aerosol size distribution is probably
acceptable.

(4) Atmospheric correction is accurate when only a few absorbing particles are present in the
boundary layer. The correction is here effected with the standard aerosol assemblages (no
detection of absorption).

(5) The high percentage of errors within £0.002 confirms that an exact representation of the
vertical distribution of aerosols is not crucial when this aerosol is not too much absorbing.

(6) The same comment as above could be made, except that now the aerosol is strongly absorbing.
The rather good results in fact show that some uncertainty in the vertical extension of the
absorbing aerosol layer do not lead to large errors if the aerosol in the lookup tables in close
enough to the actual one.

(7) Same comment as for (6)
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Figure 3.19. Histograms of the error in the atmospheric correction at 443 nm, for the peculiar situations described in
the text (section 3.1.1.6.1). Results for various geometries and aerosol optical thicknesses are pooled together. The
percentages indicate how many errors are within £0.002.




,\o\‘“‘ OCE4 A

o OBSERL
a8
e anood

% &
(7 i
“Ranee®

Laboratoire NaDnjgf
d’Oceanographie Issue:
H Draft Rev:

de Villefranche Date.
Page:

MERIS_ATBD_2.7_v5.1-July2011

MERIS Atmospheric Correction Over Case 1 Waters
5

1

July 18, 2011

41

Dusts (WCRP 1986)
1,(550) = 0.05 and 0.3

Hazes
1,(550) = 0.03 and 0.3

Urban large particles
7,(550) = 0.03 and 0.3

T T T T T T

. o 26 %[(N|= 1547) i 53 % (N[= B391) 1 90 58 % (N[= [1616)

£ 08 | & 0.8} : { 08} ]

g_ . .

2 0.6 1 0.6 o 1 0.6 .

Lol

= - |

= 04 0.4 0.4}

= | .

o

& 0.2t 1 0.2} 1 0.2} s
0.0 0.0 0.0

T T T T T T T

T

T T T T T T T T

Dust+maritime 0-2 km
7,(550) = 0.05 and 0.3

5432101234

5 7-54-3-2-101234

Dust+maritime 0-12 km
1,(550) = 0.05 and 0.3

5 7-54-3-2-1012345

Urban 0-12 km
7,(550) = 0.05 and 0.3

E o= R == | BEE =
. Lo 59 % (N|= p402) Lor 51 %[(N[= B389) 10 43 % (N|= B360)
£ 08} ' 1 08} 1 08} |
2 = | 0
£ 0.6 0.6} 0.6
L=
= _
Z 041 1 04 104} |
S
o
] MJ | ol | o Ii:
0.0 0.0 0.0

5-4-3-2-101234

Dusts (2-6 km)
7,(550) = 0.05 and 0.3

5 5-4-3-2-101234

T T T T T T T

MmN ey |

£ 08 — 5

Z E

3‘ 06 L =}

b -

4

= 04

k5

)

&2 0.2} .
0.0

T

54321012345

5 5-4-3-2-1012345

Figure 3.20. Histograms of the errors in the retrieved pigment index, corresponding to the errors of the atmospheric
correction shown in Fig. 3.19. The nominal value of the pigment index is 0.3 mg Chl m-3.

3.1.1.6.2 Atmospheric pressure

The importance of atmospheric pressure in sizing the Rayleigh reflectances has been
already emphasised for the CZCS algorithms (André and Morel, 1989). The lookup tables that are
used in the present work (and containing for instance the relationships between [ppath / or, a=0] @nd




oRE "-’(—'*‘Mf._ H Doc: MERIS_ATBD_2.7_v5.1-July2011
,§ (’% , Laporatm re . Name: MERIS Atmospheric Correction Over Case 1 Waters
5 5 d’Oceanographie Issue: 5
=) ) : Draft Rev: 1
5L de Villefranche Date: July 18, 2011
RANCYY Page . 42

7,) have been generated from simulations where the atmospheric pressure is kept to a constant

value, namely 1013.25 hPa. If the actual atmospheric pressure is not 1013.25 hPa, then the actual
and the tabulated [opath(4) / pr, a=0(A)] ratios could not coincide.

2.0 ' T T T T T T T

200 0z 04 06 08 10

N,
Figure 3.21. Relative changes (percents) of the TOA path reflectance, in response to relative changes in atmospheric
pressure, AP/P, of 2%, and displayed as a function of 7, (solid curves). The conditions are: g = 40°, maritime

aerosol (RH = 85%). The three points correspond to the mean error for several geometries (&, from 0 to 60° each 4°,
and A¢ =0, 212 and 7), and the three increasing values of 7, correspond to (1) A =865 nm and 7;3(550) = 0.3, (2) 4 =
443 nm and 74(550) = 0.3, and (3), 4 =443 nm and 7,(550) = 0.05. The dotted curves show the relative errors in the

path reflectance, after Eq. (27) has been used to calculate its value for a standard pressure P = 1013.25 hPa, from its
value at P’ = P (1 + 4P/P).

The relative change Apy 4=0/or, =0 resulting from a relative change AP/P is close to AP/P,

even if not strictly equal because of multiple scattering effects (Gordon et al., 1988). The situation
is different for ppaen, that is within a compound atmosphere containing molecules (optical thickness

7y) and aerosols (z;). When z is increased, the reflectance due to pure Rayleigh scattering,, as well

as the reflectance corresponding to heterogeneous scattering obviously tend to increase. In the
meantime, however, the reflectance due to aerosol scattering only is decreasing: the increase in
molecule concentration tends to “mask” the aerosol signal, at least if z is large compared to z,. As

a consequence, the repercussion of AP/P on Appain/ppath is progressively decreasing when the
contribution of molecules (z;) to the total optical thickness decreases, i.e., when 7, (= 7./ (75 + 7))
is decreasing. For instance, when AP/P = +2%, Appatn/ppath at 443 nm is of about +1.5% when z, is
0.05 (7, ~ 0.8), less than +1% when z, is 0.3 (7, ~ 0.4), and nearly zero at 865 nm when 7z, is 0.3
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(77, ~ 0.05). The following simple and empirical correction is then proposed to account for the
changes in atmospheric pressure

P'path = Ppath (1 + (AP/P)Ur) (27)

where ppath and o’ path are the path reflectances for the standard pressure P and the pressure
P” =P (1 + 4P/P). Using Eqg. (27) allows to recover the exact value of ppas Within £0.5% (Fig.

3.21). Therefore, if atmospheric pressure significantly differs from the mean value (£5 hPa for
instance), Eq. (27) can be used to correct the measured value of ppae in the near infrared, from P’

to P, before introducing it into the algorithm. At this stage, z, is still unknown, and can be taken
from the surrounding pixels (a +20% error on z, does not appreciably degrades the accuracy of Eq.

(27)). The whole scheme is then operated by using the lookup tables generated for the standard
pressure, and the values of pyath Obtained at the end in the visible domain are again corrected by

using Eq. (27), but now from P to P’. This technique has been applied to the same situations as
shown in Fig. 3.7, with P =993 and 1033 hPa (i.e., changing the standard pressure by plus or minus
2%), and the results are shown in Fig. 3.22.

3.1.1.6.3 Inland waters

A peculiar problem is addressed here, and concern the possibility of using the present
atmospheric correction algorithm for inland waters (at least if they cover significant areas and are
Case 1 waters), and especially if the altitude of these waters is significantly above the 0 level. This
problem is connected to the sensitivity to atmospheric pressure, P.

The variations in P due to weather changes above the ocean are of the order of +2% (see
above), while they are much more important when “moving” a target from the sea level to an
altitude of one or several kilometers. In addition, in the case of ocean areas, the small variations in
P affect nearly all layers, while in the case of an increasingly elevated target, the layers with the
greatest molecule concentration are progressively removed, the aerosol content remaining about
the same (the boundary layer and the stratosphere remain unchanged; only the “free troposphere”
grow smaller). One can therefore expect that the ratio [ppath / pr,za=0] Will increase more rapidly

with 7, as the number of molecules decreases. It is likely that the coupling between scattering due
to aerosol and scattering due to molecules is also affected.
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Figure 3.22. Error in the retrieved top of atmosphere water leaving reflectance at 443 nm, for the maritime aerosol
with RH = 85%, for z,(550) about 0.03 and 0.30, and for the geometrical conditions indicated. Solid lines are the

results obtained when the actual pressure is the standard pressure. Dashed and dotted lines are for the standard
pressure less 20 hPa (i.e., 993 hPa, upper 4 panels), or plus 20 hPa (i.e., 1033 hPa, lower 4 panels), and respectively

without or with the correction for the change in pressure (Eq. 27).

Simulations have been carried out to assess these effects, by modifying as follows the

vertical atmospheric profiles:

- The boundary layer is still the layer between the altitude of the target and this altitude

plus 2 kilometers. It contains the continental aerosol,

with an optical of 0.3 at 550 nm.

- The stratosphere is obviously still the layer between altitudes 12 and 50 km, with the
H,SO, aerosol (optical thickness of 0.005 at 550 nm).

- The “free troposphere” is the remaining (for instance from 4 to 12 km if the target is at
an altitude of 2 kilometers), and contains the continental aerosol. The aerosol optical
thickness for this layer results from the integration of the extinction coefficients over
less than 10 one-kilometer layers, each with an extinction coefficient of 0.0025 km-1
(this led to an optical thickness of 0.025 when elevation was 0).

- The vertical profile for molecular scattering (Elterman, 1968) is integrated over the

altitudes corresponding to the 3 levels

The ratios [ppath / or ra=0] at 443 and 865 nm are shown in Fig. 3.23, as a function of z,

and for several altitudes (including the sea level), with an increment of 1 km. Drastic changes
appear in the slope of this relationships, clearly preventing from using the present atmospheric

correction algorithm as soon as the target is not at the sea level.

3.5 T 14
12
3.0 A=443nm A =865 nm
- 10 7, =4km
1} ﬂ L 3
8 2.5 ik g 5 =3 km
o 7, =4 km a 8t Z =2k
5 ., =3 km = /o =1 km
] ’.;:2 km E] 7. =0k
220 *Zlkm | &6 » =0 lm
.. =0 km
15} ] ar l
2 .
.0 0.2 0.4 0.6 0.8 1.0 1.2 0.0 0.2 0.4

T

T

Figure 3.23. The relationship [ppath / or ra=0l @s @ function of z,, at 443 and 865 nm, and for compound
atmospheres (aerosols plus molecules) bounded by a Fresnel reflecting interface located at various altitudes, as

indicated.

3.1.1.6.4 Wind speed

The relationship [opath / £r, a=0] Versus z, is probably modified when the sea surface is no

longer flat. When wind blows at the sea surface, whitecaps are one cause of changes in the TOA
reflectances; their effect on atmospheric correction will be assessed in section 3.1.3.2.5. Sea
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surface roughness also modifies the sun glint pattern as well as the fate of any diffuse photon
interacting with the surface. The latter effect is examined here (see also Gordon and Wang, 1992a,
1992b), by assuming that the sun glint reflectance has been previously calculated and subtracted
from the total reflectance (see section 3.1.3.2.8 for a discussion of this assumption).

Monte Carlo simulations have been carried out for atmospheres bounded by a wind-
roughened ocean, with facet slopes normally distributed, independently of the wind direction. The
probability density of surface slopes for the direction (&, &,, 4¢) is given by (Cox and Munk,

1954)

o

2
(s, Oy 4) = 12exp[ tanz(ﬂ)J (28)
/%o

where g is the angle between the local normal and the normal to the facet, and o is the root
mean square of slopes, and is a function of wind speed, W, through (Cox and Munk, 1954)

o2 = 0.003 +5.12 10-3 W (29)

The sun glint reflectance at the TOA level is:
PG = 7op P(6 &, Ad) 1 (4 cos(&) cos(6) cos}(A)T(&,) T(6) (297)

where Sis the angle between the local normal and the normal to the facet (cos(f) = (cos(&,) +
cos(6)) / 2 cos(w)), with cos(2w) = cos(&,) cos(6s) — sin(&,) sin(bs) cos(Ag)), and where T(6) is

the direct transmittance of the atmosphere for angle 6, and is equal to e-70s(8), with 7 the total
optical thickness (Rayleigh + aerosols + ozone + etc...).

Shadowing effects are not accounted for in the Monte Carlo simulations. The resulting
[opath / £r, za=0] VErsus z, curves, obtained at 443 and 865 nm with the maritime aerosol and o= 0
and 0.2, are displayed in Fig. 3.23, for 6, = 36°, A¢ = 712, and &, = 12° (panel (a)) or &, = 57°
(panel (b)). The light field is more and more diffuse as the wavelength decreases, or, for a given
wavelength, when &, increases. The impact of the rough surface on the reflectances is accordingly
reduced in the visible, as compared to the near infrared, and also when aiming at the ocean at large
viewing angles for 4 =865 nm. The curves obtained at A = 443 nm are nearly superimposed when
obtained either for o= 0 or for o= 0.2, because the spatial redistribution of reflected photons
cannot further increase the diffuse character of the light field. On the contrary, the redistribution of
radiances at 865 nm leads to some changes in the slope of the [opath / or, za=0l Versus z, relationship

when &4, = 12°.

Two, perhaps three, sets of lookup tables should thus be generated (for the relationship
Lopath / £r,a=0] Versus z,), in correspondence with W = 0 and with moderate wind speeds, probably

around 5 and 10 m s-1. This is actually what has been done in the present operational
implementation of the algorithm (with wind speeds of X and Y m s-1).

Higher wind speeds are not to be considered, because the importance of the changes here
examined would become much lower than that due to the reflectance of whitecaps. Switching from
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one set of lookup tables to another one, or interpolating between them, must rely on the knowledge
of wind speed, available either from other sensors, or from meteorological centers.

10 . . 10
0,=36,0, =12, A =7/2 8,=36,6,=57, A = /2
B 865 o I
- L =865 - A = 865
a Of a 6f i
— "‘-_
E) El
(= (=8
= 4} = 4f .
2t A I o e 2t =443
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Figure 3.24. The [ppath / pr,ra=0] ratio at 443 and 865 nm is drawn as a function of z, and for 65 = 36°, 4¢= 712,
and @&, = 12° (left) or 57° (right). The aerosol is the maritime model (RH = 85%). Dotted curves are for a perfectly flat

sea surface, and solid curves are for a windroughened interface, characterised by o= 0.2. Dashed line is as the dotted
line, but for the [pt / pr ra=0] ratio (i.e., the sun glint has not been corrected).

3.1.1.6.5 High aerosol optical thickness

Atmospheric correction primarily aims at retrieving the optical properties of the surface
ocean, when seen through a scattering and absorbing atmosphere. When using the technique
proposed here, however, atmospheric properties are also recovered, as by-products of the
algorithm. One of these properties is the aerosol optical thickness, z,, which is of considerable

interest for studies of the earth radiation budget and climate (e.g., Charlson et al., 1992), as well as
for ocean biogeochemistry (e.g., Donaghay et al., 1991). When z, becomes high, say above 0.6-0.8

at 550 nm, it is probably illusory to try an assessment of the oceanic surface properties (at least
with the accuracy required here), because the error on z, would cause prohibitively large errors on

Pw- 1t is however conceivable to recover the value of z,. Therefore, it is examined in this section
whether z, is still retrievable when it is high. A value of 2 at 550 nm has been chosen; it is

probably a maximum, and could correspond for instance to a massive blowing of dust over the
ocean. The Lookup tables have been accordingly modified, i.e., the quadratic fits of ([opath /

Pr, ra=0] Versus z,) have been performed over 6 couples, instead of 5, and including now the couple
corresponding to 7, = 2. The error in atmospheric correction at 443 nm, as well as the relative error

on the aerosol optical thickness at 865 nm, are displayed in Fig. 3.25 for the four aerosol types. In
most cases (i.e., 70 to 90%), atmospheric correction fails, meaning that p,, is not recovered with

the required accuracy (i.e., £0.002 in reflectance). The retrieval of z,, however, remains
acceptable, with most of the relative errors within £30% (i.e., z, retrieved with an error of about +

0.3). Therefore, with the MERIS instrument, the retrieval, and thus the global mapping, of the
aerosol optical thickness at 865 nm seems possible even for highly turbid atmospheres.
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Figure 3.25. Upper 4 panels: histograms of the error in atmospheric correction at 443 nm, when z,(550) = 2, and for

several geometries (as in Fig. 3.8). Lower 4 panels: histograms of the relative errors in the aerosol optical thickness at
865 nm, corresponding to the situations shown in the 4 upper panels.

3.1.1.6.6 Stratospheric aerosols, thin cirrus clouds

The representation adopted in the present work for the stratosphere corresponds to the
“background stratospheric aerosol (BSA)” described in WCRP (1986), which is aimed at
representing unperturbed conditions (i.e., no recent volcanic eruption). Perturbed stratospheric
aerosol profiles may correspond either to the presence of particles of volcanic origin in the lower
half of the stratosphere, or to the presence of a thin layer of cirrus clouds at the base of the
stratosphere. Based on a few simple and preliminary tests, the impact of such structures on the
atmospheric correction has been assessed. As for the volcanic aerosols, 3 profiles have been used,
corresponding to the “VSA” profiles described in WCRP (1986), where the stratosphere is divided
into 3 levels

(1) from 30 to 50 km, the aerosol remains unperturbed in any case (H,SO,), with z; = 0.003 at 550

nm
(2) from 20 to 30 km, the aerosol type is either HySO,4 or volcanic ash. For the H,SO, aerosol,

7,(550) is 0.05 or 0.1, and define respectively the “ancient” and “recent” profiles. For the

volcanic ash (absorbing; see Table 3.4, Figs. 3.4 and 3.5), the optical thickness at 550 nm is
0.3, and define the “fresh” profile.
(3) from 12 to 20 km, 7z, remains 0.0306 at 550 nm, whatever the aerosol type (either H,SO, or

volcanic ash).
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Atmospheric correction has been applied to TOA path reflectances simulated with the 3
peculiar stratospheres and for 6 = 20, 40, and 60°. The results are presented in Fig. 3.26, except

for the “fresh” aerosol profile, which lead, as expected, to so large errors (negative errors < -0.01)
that it is useless to display them. The errors shown in Fig. 3.26 clearly indicate that the
atmospheric correction algorithm proposed here, and implemented as described in this ATBD,
cannot successfully apply to TOA reflectances as soon as a significant increase of the
concentration of the H,SO,4 aerosol occurred (say, 7, > 0.1 in the stratosphere; see also Gordon et

al., 1997). The situation is even more dramatic when volcanic ash is present. This high sensitivity
of the algorithm to products of volcanic origin advocates for a correction of their effect on the
TOA reflectances, before atmospheric correction is applied (or, at least, for raising a flag to
indicate their possible presence).
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Figure 3.26. Error in atmospheric correction at 443 nm, as a function of 6., and for the viewing geometries indicated.
Upper 2 panels: standard case, i.e., no perturbation of the stratosphere. Middle panels: the “ancient” profile has been
used (see text). Lower 2 panels: the “recent” profile has been used (see text).
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Figure 3.27. Upper panel: single scattering reflectance of a hypothetical pure cirrus layer, as a function of the viewing
angle &, and within the principal (antisolar, A¢ = 7, and solar, A¢ = 0), and perpendicular (4¢ = #/2) planes (the phase

function is shown in insert). The optical thickness of the cirrus layer is 0.2 at 550 nm. The solar zenith angle is 40°.
Solid line is the analytical, excact, calculation; Black diamonds linked by a dashed line are the output of a Monte
Carlo simulation. Lower 2 panels: The relationship ([opat / £, a=0l Versus z,) at 865 nm, and for the geometries

indicated. Results are for the standard atmosphere (no cirrus, solid line), and for atmospheres containing a cirrus layer
with an optical thickness of 0.05 (dotted lines), 0.1 (dashed lines), and 0.2 (dotted-dashed lines) at 550 nm.

The situation is different for cirrus clouds, which are located a little further down in the
atmosphere (say, at the top of the troposphere), are not absorbing, and whose phase function is
markedly different from that of stratospheric aerosols (see insert in Fig. 3.27). A prerequisite to
any sensitivity study was to examine the possibility of simulating TOA radiances with the Monte
Carlo code in a realistic way, when one of the atmospheric scatterers (i.e., the cirrus) has a strongly
peaked, and especially irregular, phase function. The angular discretisation has been accordingly
doubled (i.e., 460 =2.5°), and simulations have been performed with a phase function
corresponding to hexagonal plates (Brogniez et al., 1995). The single scattering reflectance has
been simulated for a pure cirrus layer (the Monte Carlo code is provided with the capability of
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keeping track of the photon histories, i.e., the number and kind of scattering events they have
undergone), and compared to the single scattering reflectance calculated analytically for the same
medium with the following equation (z is the cirrus optical thickness; see also list of symbols)

pcs_{ p(7/ )6 Tc(l/ﬂv+1/ﬂs))i|+|:—
' Hy +

Hs — Hy

PO) pe(6,) e fony (e_TC lus _g=tclny )} +
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Figure 3.28. Error in atmospheric correction at 443 nm, as a function of 6, and for the viewing geometries indicated.

Upper 2 panels: standard case, i.e., no perturbation of the stratosphere. Middle panels: a layer of thin cirrus clouds is
introduced between altitudes 10 and 12 km, with z, = 0.05. Lower two panels: z. is now 0.1.

The results are displayed in Fig. 3.27 (upper panel), and show that the Monte Carlo
technique, despite the inevitable averaging over photon counters, can reproduce most of the
features of the primary scattering by cirrus. The peak in the backward direction (rainbow) is a little
smoothed, and the double peak in the forward direction (halo) is reduced to a unique peak in the
Monte Carlo results. This last result, however, is of no importance, precisely because these peaks
scatter in a small angular domain around the forward direction; the involved radiation correspond
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to the region of maximum sun glint which is anyway discarded when performing the atmospheric
correction. A few simulations have been therefore carried out, with a cirrus layer introduced in the
standard atmospheric profile between altitudes 10 and 12 km, and for several cirrus optical
thicknesses. The impact on the [ppath / pr, a=0] Versus z, relationship is displayed on Fig. 3.27. It
seems that the algorithm will be perturbed by the presence of cirrus clouds, as soon as their optical
thickness is greater than about 0.05. This is confirmed on Fig. 3.28, where errors of the
atmospheric correction at 443 nm are displayed for 7, = 0.05 and 0.1. Therefore, a test should be
developed, in view of indicating the presence of cirrus clouds, and a correction possibly performed
before entering the atmospheric correction. This kind of procedure could be problematic to
implement (e.g., see Gordon et al., 1997).

3.1.1.7 Ancillary data and aerosol climatology

3.1.1.7.1 Ancillary data: identification and accuracy requirements

The ancillary data needed to perform the atmospheric correction are listed in Table 3.5,
along with the reflectance or transmission term(s) that they influence.

3.1.1.7.1.1 Extraterrestrial irradiance
The extraterrestrial mean irradiance is taken from the level 1b output.
3.1.1.7.1.2 Wind speed at the sea level

This parameter could be accessed through the meteorological and weather forecast centers
(e.g., the European Center for Meteorological and Weather Forecast in Readings, ECMWF), or
from wind scatterometer measurements. The typical accuracy attached to wind speed is of about 2
m s-1. Wind speed is expected to be attached with the input level 1B product (note that wind
direction is also needed if it is considered in the definition of the sun glint flag).

3.1.1.7.1.3 Atmospheric pressure at the sea level

From the results in 3.1.1.6.2, it seems that about 5-10 mbars could be a reasonable accuracy
for the atmospheric pressure. This parameter could be accessed through the meteorological and
weather forecast centers (e.g., ECMWEF). Atmospheric pressure is expected to be attached with the
input level 1B product.

3.1.1.7.1.4 Total ozone amount

An accuracy of about 10-20 mAtm-cm (Dobson Units, DU) is a reasonable goal for the
total ozone amount of the atmosphere. This parameter could be accessed from the measurements of
a Total Ozone Mapping Spectrometer (TOMS). By default, climatological values have to be used.
No information is needed about other absorbing gases (H,0, O,...), because the channels used in

the atmospheric correction do not overlap the absorption bands of these gases (if corrections would

be needed, however, they would be carried out before entering into the atmospheric correction).
Ozone is expected to be attached with the input level 1B product.
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3.1.1.7.1.5 Relative humidity

The relative humidity is not required to operate the algorithm, yet it could provide a useful
constraint (or verification) on the aerosol model identification. This parameter could be accessed
through the meteorological and weather forecast centers (e.g., ECMWEF).

Ancillary data Affected term(s)
Extraterrestrial irradiance E4(4) '—path(;f) --> ppath(;t)
Wind speed at the sea level Pr, a=0(4)

(also pg(4) and pyc(4)) not
studied here

Atmospheric pressure at the sea level £r, a=0(4), tg(4)
Total ozone amount Pr,7a=0(4), t4(4)
Relative humidity Aerosol identification

Table 3.5: Ancillary data
3.1.1.8 Remaining issues

3.1.1.8.1 Bidirectionality of the oceanic reflectance and the diffuse transmittance

Yang and Gordon (1997) state that the diffuse transmittance from the pixel to the TOA
level is different (by up to 5%) if computed either for a uniform water-leaving radiance
distribution, or for a distribution that account for the anisotropic character of the radiance field
emerging from the ocean (even for a uniform scene, where all pixels have the same chlorophyll
concentration).

3.1.1.8.2 The *“mixing ratio”

One of the assumptions on which the proposed algorithm relies is: for an aerosol A,
bracketed by aerosols Al and A2 in the near-IR following a “mixing ratio” (called here X) defined
by the multiple aerosol scattering terms [opath / or, za=0l, X remains valid for the visible
wavelengths. X actually slightly changes from the near-IR to the visible domain, and this is the
main origin of the error in atmospheric correction (when the aerosol type is correctly identified).
The possibility of estimating the change in X with wavelength remains to be examined.
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3.1.2 Mathematical description of the algorithm

The following options are assumed here:

- Atmospheric pressure : known
A standard value of 1013.25 hPa has been used when
generating the lookup tables [opath(4) / pr, a=0(4)] Versus z,
- Wind speed : known. Two values were considered when generating the
lookup tables [ppath(4) / pr, za=0(A)] Versus z,.

The following algorithm description concerns clear sky pixels located out of the sun glint
area, without whitecaps, and for Case 1 waters. The signals (total radiances) are assumed to be
corrected for gaseous absorption, if any (including water vapor, ozone, and oxygen).

The 11 wavelengths are: 412, 443, 490, 510, 560, 620, 665, 681.25, 709, 778, 865 nm.

When operating the atmospheric correction for a given pixel (i.e., for a geometry, &,
&,, 4¢), the successive steps are as follows (angular dependencies are omitted for the sake of
clarity, except when needed in peculiar cases):

*0 Input data are taken from the level 1b:
- Total radiance at the instrument entrance for all wavelengths (L¢(1))

- Ancillary data (Wind speed, Atmospheric Pressure, Ozone)
- Geometry (6, &,, A9)

«1 Transform total radiance at the sensor level into total reflectance (Eq. (1).

For A =412, 443, 490, 510, 560, 620, 665, 681.25, 709, 778, 865 nm.
External data: ug, Eg(1)

+2 Correct the Rayleigh reflectances for possible pressure variations (only for passing them on to
the “Case 2 Bright waters flag”):

The Rayleigh reflectance, p; 5=0(4, &, &, A¢, W)1ap. is interpolated within a lookup

table for the geometry in question, and then corrected to account for the actual value of the
atmospheric pressure, P (only for wavelengths 709, 778, and 865 nm)

[1—exp(=z (P /Py)/ u)]
[1 —exp(—rz;/ ﬂ)] (30)

Pr.a=0(4)=Prra=0(1)TAB

where 7, is the Rayleigh optical thickness at Py, and P is 1013.25 hPa, and y is cos(8,).
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3 At 709, 778 and 865 nm, o =9 is subtracted from the total reflectance, and the results are

passed on to the “Case 2 bright waters flag” and “Case 2 bright waters atmospheric correction”
algorithms (ATBDs 2.5 and 2.6). If these schemes return values for the water-leaving reflectances
that are not zero, then they are subtracted from the total (path) reflectances (in the 3 channels here
considered) before entering the Case 1 waters atmospheric correction.

External data: look-up table of pr 4=0(4, 6, &, 44, W), W, and P

*4 The ratio [ppath(4) / pr, a=0(4)] (thereafter referred to as Appay) is formed at 778 and 865 nm.
The values of pparn at 778 and 865 nm have been previously corrected for atmospheric pressure

changes, if their actual values are different by at least 5 hPa from the standard value (1013.25 hPa).
The correction is done following

Ppath = Ppath (1 + (4PIP) 77r) (31)

with AP = (Pstandard — Pactual), @nd 7y = 7 / (7 + 7). The Rayleigh optical thickness, z, is taken
from tabulated values, and the aerosol optical thickness, z,, is taken from the pixels previously
processed.

Appath(865) = ppath(865) / pr,ra:0(865) (32)
Appath(778) = Ppath(775) | pr, 7a=0(775) (32’)

where pr 2=0(775) and p, 4-0(865) are for the standard pressure.

*5 For the N aerosol models of the “standard” database (index i), carry out the calculation of
7,(865);:

7,(865); = funci(Appath(865)i), i=1N (33)
where func; is the relationship between Appa¢h and z,, for aerosol model i, for wavelength 865 nm,

and interpolated for the geometry in question. This function is a polynomial expression of degree
2, so that 3 coefficients have to be interpolated.

External data: look-up table of func;(A, 4, 6, &,, A, W)

*6 calculate the N values of z,(778);, from the N values of 7,(865);, by using the tabulated ratios
c(778); / c(865); (thereafter referred to as Ac)

7,(778); = 7,(865); X Ac(778); i = 1N (34)

External data: look-up table of Ac(A, A)

*7 For the N aerosol models, carry out the calculation of Ap,i(778)
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Appatn(778); = func-Li(z(778);), i = 1N (35)

External data: look-up table of funcj(A, 4, &, &, 4¢)

8 Select the 2 aerosol models (indices i1 and i2 within the N models) that most closely bracket the
actual one, so that:

Appath(778)i1 < Appath(778)actual < Appath(778)i2 (36)

where Appain(778);1 is the maximum of the Appqgh values that are lower than Appam(778)ctyal, and
where Appain(778)i; is the minimum of the Appain Values that are greater than Appain(778)actual-

*9 Calculate X, the “mixing ratio”, needed to interpolate between the two candidate aerosols
X = (A0path(778)actual = APpath(778)i1) / (Appath(778)i2 - Appath(778)i1) (37)
The aerosol optical thickness at 865 nm is now computed as:
72(865) = (1 - X) 73(865);1 + X 7,(865);2) (38)

10 Carry out the test at 510 and 709 nm:

7,(510)i1 = 7,(865);1 X 4c(510);1 (39)

7,(510)j, = 7,(865)j, X Ac(510)jo (39"

Appath(510)i1 = funcLjy(7,(510);7) (40)
Appath(510)ip = func-Ljp(74(510);p) (40°)
Appath(510)estimated =(1-X) Appath(510)i1 +X Appath(510)i2 (41)
Then: ppath(510)estimated = 4Ppath(510)estimated X Ar, a=0(510) (42)

The mean normalised water-leaving reflectance at 510 nm, [p,, (510)]y , iS “de-normalised”:

Pw (510) =[py (B10)In (&c to,)

RE) _fi(6) {fl,ou)]l )
o QU6:.0,44) | Qo(2)

The error in atmospheric correction at 510 nm is therefore obtained as:

pr (510) = [(pt (510) measured ppath (510)estimated ) / td (510)J - (pw (510) - Gpw (510)) (44)
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where p,(510) is interpolated from the monthly climatology, and o,,,,(510) is the standard

deviation of p,(510), and is also interpolated from the monthly climatology.
The flag at 510 nm is set to 1if we have 4p,,(510) is < -2 10-3.

If the flag has not been raised, then the correction is continued at step ¢11, by using the
couple of aerosol models selected at step 8, and the “mixing ratio” calculated at step 9.

If the flag has been raised, then the correction is carried out 3 times more, from step 5 to
step 9, by selecting 3 sets of dust models (i.e., the 6 Moulin et al. dust models for the three vertical
repartitions indicated in 3.1.1.5.2.2). When these 3 groups of aerosol models have been examined,
each one providing a couple of possible models, the couple that is kept at the end is the one that
leads to the lower Ap,,(510). Notice however that, if this final 4p,,(510) is too large (this is

possible if the tests are erroneous), the situation is reset to that of non-absorbing aerosols.

+11 For any wavelength A in the visible, calculate the 2 values z,(4);; and z,(A4)jo, from z,(865);,
and z,(865);,, by using the tabulated ratios Ac(4);; and Ac(A)io

za(Ai1 = 7a(865)j1 X Ac(A)iy (46)
za(Ai2 = 7a(865)jp X Ac(A)jz (46°)
External data: look-up table of Ac(A, A)

*12 For the aerosols i1 and i2, carry out the calculation of Appam(4) for the visible wavelengths:
Appath(Ai1 = funcLiy(z(Din) (47)
Appath(Diz = funclip(z(Diz) (47°)

External data: look-up table of funcj(A, 4, &, &, 4¢)
+13 For any wavelength of the visible domain, calculate:

Appath(Destimated = (1 = X) Appath(Dir + X Appath(Diz (48)
Ppath(/i)estimated = Appath(i) X Pr, a=0(4) (49)
If necessary (i.e., 4P > 5 hPa): ppain (A)estimated = Ppath (Aestimated L+ (PIP)n)  (49))
Where 4P is now (Pactyal — Pstandard)

ta(4 &) ow(A) = pe(Dmeasured 'Ppath(ﬂ)estimated (50)

14 tqy(4, &) is computed as:

T, +(1— @, Fy)TtA +0.517,
u

ty(4, Q) = exp(— ) (see 3.1.1.4.4 for details) (51)
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@a(4) = (1 = X) @0a(A)jy + X @(A)i2) (52)
F, = (1 - X) F,(865);; + X F4(865),) (F, is nearly wavelength independent) (53)

15 Finally, the reflectance is obtained as:

An(A) = [tg(4 &) pw(D]1 1/ t4(4, &) (54)
External data: Eq(4), &, &, , 7(4), 797(A), 7a(A), @4(A), Fa
3.1.3 Error budget estimates

3.1.3.1 Are the aerosol models representative of reality?

The main assumption upon which the present atmospheric correction scheme relies is that
the aerosol models used here are good approximations of the actual aerosols over the oceans;
therefore they can be used as inputs of simulations of the radiative transfer in the atmosphere, the
results of which being used to generate lookup tables. In principle, this assumption should be valid;
the aerosol models used here have been generated after many measurements of aerosol chemical
and optical properties, with the aim of defining models as representative as possible of reality.
Recent measurements (Schwindling, 1995) of the aerosol optical properties (phase function and
spectral optical thickness) have shown for instance that the Shettle and Fenn (1979) aerosol models
fairly represent actual aerosols over the Western American coasts. The natural environment is
however so variable that a question immediately arises: what kind of improvement the use of an
inevitably restricted set of aerosol models brings (restricted as compared to reality)? In other
words: does it help to dispose of a database generated for, say, 30 aerosol models, while hundreds
of different aerosol types or aerosol assemblages are possibly encountered over the ocean (even if
admittedly they should be similar to those of the database)?

From the various tests of the algorithm, and also from the results of the sensitivity studies
concerning the vertical distribution of aerosols, the answer seems to be positive. In a way, the
lookup tables “capture” the essential features of possible aerosol spectral dependencies; as a
consequence, when the actual aerosol type or the actual aerosol vertical distribution are not
“present” within the database, the correction remains possible, and a reasonable accuracy is
preserved. The selected couple of aerosol models is sometimes however unrealistic (this is one of
the justifications for using an aerosol climatology).

As a conclusion, the present atmospheric correction should works well, to the extent that
we have now some indications that the aerosol models used here are close to reality. It is
nevertheless impossible to be fully assertive on this point before the operational use of the
algorithm. This observation led us to incorporate the single scattering algorithm into the whole
scheme, as a basic and secure “bottom level” algorithm.
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3.1.3.2 Other possible error sources . ;
P cf. Warning page iv

3.1.3.2.1 Aerosol model identification / Correctness of the test at 510 nm

In principle, the test at 510 nm ensures that the selected aerosol model is not too different
from the actual aerosol: during one step of the correction, if the selected model is totally
unrealistic, the error of the atmospheric correction at 510 nm will be large enough to prevent its
definitive selection. Ambiguities may subsist, however: for instance a couple of aerosol models
can be selected because it is the one which leads to the minimal error at 510 nm, while the similar
spectral behaviour of this couple of models and of the actual one is fortuitous. This kind of
confusion is possible, for instance between a dry maritime aerosol and the mixture of particles of
continental origin with a wet maritime aerosol.

3.1.3.2.2 Interpolation within LUTs

The tests of the algorithm presented in this document, as well as the sensitivity analyses,
have been carried out with the exact geometry (i.e., the angles &, 4,, and A¢ selected to test the

algorithm correspond to entries of the lookup tables). The linear interpolations that will be
necessary during the operational use of the algorithm (because the actual values of &, &,, and 4¢
will be always intermediate between the entries of the lookup tables) should not introduce
significant inaccuracies, provided that each entry of the lookup tables has been adequately
sampled. Multiple linear interpolations should recover the exact values at +0.5% at the maximum,
and even much less in many cases.

To meet this requirement, the sampling of the lookup tables indices should of ~5° for 6,

and 8, and of ~7.5° for A¢ (see MERIS “Table Generation Requirement Document”, TGRD,
sections 3.6 and 5.6).

3.1.3.2.3 Estimation of the diffuse transmittance, t4(6,,1)

In section 3.1.1.4.4 (computation of ty(&,,4)), it was precised that neighbouring effects

(adjacent pixels with marked chlorophyll steps), or even the effect of the bidirectionality of the
oceanic diffuse reflectance (for a homogeneous scene) were not accounted for. More importantly,
it should be reminded that Eq. (17) is valid under the assumption of single scattering, that is when
Rayleigh scattering and aerosol scattering are uncoupled (Gordon and Morel, 1983).

Recently, Yang and Gordon (1997) stated that ty(&,,4) is not identical if computed either
for a uniform water-leaving radiance distribution, or for a distribution that account for the
anisotropic character of the radiance field emerging from the ocean (the difference reaching 5%,
even for a uniform scene, where all pixels have the same chlorophyll concentration).
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Figure 3.29. Values of the water-leaving reflectance, p,,(0%), and of the “marine reflectance”, tq(&,). ay (TOA), at 560

nm, as a function of the satellite viewing angle, and within the principal plane and perpendicular half plane (left and right
panels, respectively). The sun zenith angle is 35°. Upper and lower panels are respectively for the urban aerosol with
RH=80% (absorbing), and for the maritime aerosol with RH=80% (non-absorbing). The dashed and solid lines are,
respectively, the values of p,(0%) and of t4(&,). py (TOA) as obtained via Monte Carlo simulations. The dotted line is

the value of p,,(0*) multiplied by an estimated value of ty(&,). The relative difference between the 2 curves is shown as
percents (solid curve on the upper plots of each panel). The dotted lines correspond to a calculation of ty(&,) ignoring the
effect of aerosols. The conditions are: 5 = 0.3 at 550 nm, (Chl) = 0.3 mg m-3.
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From the above remarks, the ability of Eq. (17) to provide accurate estimates of ty(&,,4) is
challenged, at least when the turbidity of the atmosphere becomes moderately high. No attempt has
been made here to examine possible improvements of Eq. (17). A few calculations have been
however carried out, to assess the accuracy to which ty(&,,4) can be derived. Monte Carlo

simulations have been done, providing simultaneously the values of the water-leaving reflectance,
ow(0%), and of the “marine reflectance”, which represents the product [ty(&,,4). o, (0*)] at the

TOA level.
This estimate of the marine reflectance is then compared to the product p,,(0%) . t4(&,,4),

where the transmittance is computed from Eq. (17), and by using the exact values for optical
thicknesses (7, 7,7, 73), Single scattering albedo (w,) and aerosol forward scattering probability
(Fo)- Results are given in Fig. 3.29, for two aerosols (the absorbing urban aerosol, and the non-
absorbing maritime aerosol, both with RH = 80%), for A = 560 nm, for t, = 0.3 at 550 nm, and for

(Chl) = 0.3 mg m-3. This figure shows that for a non-absorbing aerosol, t4(&,,) is given within 5%

by Eq. (17), and is given within 10% for an absorbing aerosol. The dotted lines in each upper plots,
and for each aerosol, correspond to the same relative difference as above, when aerosols, however,
are not considered in Eq. (17). Inaccuracies in the parameters of Eq. (17) would even lead to
greater errors. Note also that the results presented here are not independent of the adopted angular
discretisation. Indeed, as the elementary field of view tends to an infinitesimal point, the diffuse

transmittance tq tends toward the direct transmittance, T = e-## (e.g., Gordon and Morel, 1983).

Clearly, Eq. (17) is not sufficiently precise to preserve the required accuracy for the water-
leaving radiances. The development of a more accurate parameterisation of ty(&,,4) seems

inevitable. It is out of the scope of the present ATBD, and is therefore part of the studies that
remain to be carried out.

3.1.3.2.4 Uncertainties in the ozone concentration
This section has been deleted, and just kept here for keeping numbering of the document.
3.1.3.2.5 The effect of whitecaps

Whitecaps mainly tend to uniformly increase reflectance in the whole visible-to-near-1R
spectrum (e.g., Koepke, 1984), and this effect could alter the atmospheric correction. The Monte
Carlo code presently used does not allow the whitecap reflectance to be separately and specifically
studied. Therefore, simple tests are carried out here, by adding to total TOA reflectance, as
obtained through our simulations, an additional contribution due to whitecaps, as extracted from
the outputs of the 6S model (Vermotte et al., 1994). Two parallel simulations are then carried out
for the same conditions, except that only the 6S model accounts for the possible occurrence of
whitecaps for high wind speeds and of their contribution to the total radiance at the sensor level.

The additional whitecap reflectance is added to the total reflectance, and the atmospheric
correction is carried out following three approaches

(1) the classical algorithm is operated to examine the error in the retrieved water-leaving

radiances when the whitecaps contribution is ignored,

(2) a correction for whitecaps reflectance is introduced (see below), and operated with the

exact wind speed, and
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(3) the same correction is made with an incorrect value for the wind speed. These two last
tests aim at examining the possibility of correcting the whitecaps contribution, and, if
proven to be possible, to get an idea about the accuracy needed for wind speed.

knots used in the 6S model have been selected to
194 29.1 38.8 48.5 run the simulations with optical thicknesses

10" = ! ' E of 0.1 and 0.3 at 560 nm. The correction for
- ; whitecaps used in tests (2) and (3) defined

above is based on the definitions of Koepke

(1984). The whitecaps reflectance, p,c(4), is

C;i 102 - (the following expression is used in the 6S
: : model):
; Puc(4)=[2.9510° s Jo, (1) (g,
10-3 | P R V) TSI [ferr T NI e Ied (YPY AT (oovet Lt v | . .
10 15 20 25 where ws is wind spe(?d, and the bracketed
m sl expression is the r_elatlve area_covered by
Figure 3.30. Reflectance of whitecaps as a function of whitecaps. pgf(4) is the effective ocean foam
wind speed (Koepke, 1984). reflectance (accounting for variations in the
_ area and reflectance of individual whitecaps),
The 6S model has been run for a wind which is constant (0.22 +0.11). The change in
speed of 15 m s-1 (about 30 knots), which PuwelA) with wind speed is shown in Fig. 3.30.

ensures that whitecaps actually occur and also
that visible remote sensing remains possible.
The maritime and continental aerosol models

The whitecaps reflectance is then multiplied by the diffuse transmittance (without
accounting for the transmittance due to scattering and absorption by aerosols), and added to the
total reflectance at the TOA level obtained without whitecaps (but with the same wind speed).

So, if the correction for whitecaps is needed, their reflectance, as computed from the above
expression, is multiplied by the diffuse transmittance and subtracted from the total radiances
before entering the algorithm. The results of the three tests are displayed in Fig. 3.31. When the
aerosol scattering is almost independent of wavelength (6S maritime aerosol), ignoring or
incorrectly correcting for whitecaps does not lead to serious errors in the retrieved marine
reflectances (whitecaps are “seen” as an additional aerosol load). Most of the curves in each of the
4 upper plots of Fig. 3.31 remain between +0.002. The correction made when the exact wind speed
is known is obviously the more accurate (and its accuracy is about the same than that of the
classical algorithm operated over an ocean without foam); it is however out of reach to exactly
know the wind speed when operating the routine algorithms.




oRE "-’(—'*‘Mf._ H Doc: MERIS_ATBD_2.7_v5.1-July2011
,§ (’% , Laporatm re . Name: MERIS Atmospheric Correction Over Case 1 Waters
5 5 d’Oceanographie Issue: 5
=) ) : Draft Rev: 1
5L de Villefranche Date: July 18, 2011
RANCYY Page . 63

443 nm (6S maritime aer osol)

8, = 0°, 7,(550) = 0.1

0, = 41°, Ad = 90°, 7, (550) = 0.1

0.002 1 0002f .
& 0000 === 0000}
0002 7%~ N\J -0002
R R = - 1 |
000451020 30 40 50 60 70>%%0 10 20 30 40 50 60 70
eS eS
0, = 41°, Ap = 90°, 1, (550) = 0.3 0,=0,1,(550) = 0.3
0.004 UL LA RN RN R R AR 0.004 UL LR Rl LR R R LR
0002f -~ J o002} S
$ 0.000 0.000
-0.002} 1{-0.002} .
_ pvndinnn bbb () OOA b [ [ [ [ [ [
000439020 30 40 50 60 70> 10 20 30 40 50 60 70
eS eS
443 nm (6S continental aerosol)
0, = 41°, Ap = 90°, 1, (550) = 0.3 0, =0, T,(550) = 0.3
0-004 ”””‘”\‘””””\””””‘\”””‘”\”””.”H”””}’"\ “““““ 0-004 ””””"””””\”‘””"\””‘””\”‘”””\”“)'”J"””””
0.002 | 1 0002} ]
$ 0000 0.000
-0.002 1-0.002} -
0004570720 30 40 50 60 70°°%%0 10 20 30 40 50 60 70
eS eS

Figure 3.31. Error in the top of atmosphere water-leaving reflectance as a function of the solar zenith angle 6. Four
upper plots: simulations have been carried out for the 6S maritime model, with t5(560) = 0.1 or 0.3, as indicated. Two
lower plots: simulations have been carried out for the 6S continental model, with t5(560) = 0.3. On each plot, the open

circles linked by a dashed line are the results of the correction without whitecaps; the dotted line shows the error Ap
when the whitecaps contribution is ignored; the dashed line shows the error when the correction for whitecaps is
applied with the exact wind speed (15 m s°1); the two solid lines show the error when this correction is applied for an
inexact wind speed (i.e., 10 or 17 m s'1). Plots on the left (right) column are for viewing at the scan edge (scan center).

In summary, correction for whitecaps should not be attempted for aerosols with small
Angstrém exponents (< 0.1) (see Gordon and Wang, 1994a; Gordon, 1997). The situation is worse
when the aerosol scattering is strongly changing with wavelength (6S continental aerosol):
whitecaps cannot be only “seen” as an additional aerosol load, and produce an apparent, erroneous,




GRECCEY, ; Doc: MERIS_ATBD_2.7 v5.1-July2011
,{5\ (’% , Laporatm re . Name: MERIS Atmospheric Correction Over Case 1 Waters
5 5 d’Oceanographie Issue: 5
© = : Draft Rev: 1
gl S de Villefranche Date: July 18, 2011
Fho A e i !
RANCYY Page: 64

spectral behaviour for aerosols (the selection of the 2 candidate aerosols can be affected). If
whitecaps are ignored, the error in marine radiances becomes too high. The tentative whitecaps
correction, as described above, as well is not satisfactory (except for the unrealistic situation of an
exact knowledge of wind speed), and can even lead to greater errors than those obtained in absence
of whitecaps correction if wind speed is overestimated by only 2 m s-1. A more precise algorithm
for whitecaps correction is clearly needed (but see Gordon and Wang, 1994b; Gordon, 1997). For
the present time, a flag could be introduced, only to indicate that wind actually was blowing during
image acquisition, and that whitecaps probably were present.

The present tests have been carried out for a wind speed of 15 m s'1, i.e., for g, about 8-9
10-3. The correction could be much more problematic for higher wind speed, when g, can reach

2-3 10-2. The extent to which atmospheric correction remains possible in such conditions is
unknown at present time.

The above tests and comments are based on the assumption that the whitecaps reflectance
is wavelength-independent. Recent measurements (Frouin et al., 1996) on the contrary show a
significant decrease of this reflectance in the near-IR, say beyond 800 nm (and so could concern
the channel at 865 nm). The impact on the atmospheric correction of this decrease has not been
addressed here (but see Gordon and Wang, 1994a; Gordon, 1997).

3.1.3.2.6 Instrumental errors. 1.: stray light

Instrumental errors (i.e., errors in the instrument calibration) are not a priori predictable. It
is therefore impossible to carry out an exhaustive sensitivity analysis about their effect on the
accuracy of the atmospheric correction. The sensitivity analyses carried out in the previous
sections partly cover the topic here addressed: the spectrally dependent “errors” induced by
changes in various environmental factors, as previously examined, could be assimilated to
calibration errors, providing then a first quantitative insight into the response of the atmospheric
correction to inappropriate calibration of the instrument. The problem actually is more complex,
because the sign of calibration errors can change between channels. The loss of accuracy in the
atmospheric correction can be anticipated as being more important in this case than when all errors
are either positive or negative. A more complete quantification of this problem is provided in
section 3.1.3.2.7 below).

A peculiar “instrumental error” originates from straylight in the instrument optics (due to
first order scattering events and also to “ghost images™). A first attempt to assess the impact of the
additional irradiance due to straylight on the atmospheric correction process is made here, by
increasing by a few percents the simulated radiances that would be recorded in absence of
instrumental errors (the straylight is proportional to the measured radiance). The increase is not
neutral, and is greater in the near-IR channels than in the visible ones. Percentages of increase,
taken from a study of straylight in the MERIS instrument, are 2.3, 2.7 and 3.2% for the
wavelengths 410, 620 and 865 nm, respectively. They have been obtained for a homogeneous
ocean scene. These values are linearly interpolated for the other wavelengths. The radiances
simulated here for the maritime aerosol model with humidity ratios of 70, 80, and 99% are
increased following these percentages, and they are introduced in the atmospheric correction
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procedure. The errors obtained at the end of the correction are shown on Fig. 3.32 (to be compared
with Fig. 3.7 for instance).
443 nm (Maritime aerosol, RH = 70, 80, 99%)
6, = 41° A¢ = 1/2, 7,(550) = 0.3 6, = 0° 7,(550) = 0.3
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Figure 3.32. Error in the retrieved top of atmosphere water leaving reflectance at 443 nm, when straylight is added to
the “infield” radiance (i.e., the radiance that would be measured in absence of straylight). The solid, dotted, and
dashed lines are for the maritime aerosol model, with RH = 70, 80, and 99%, respectively, and with t(550) = 0.3.
Results are displayed as a function of the solar zenith angle, either for viewing at the scan edge (left) or at the scan
center (right).

The results in Fig. 3.32 show that, over a homogeneous ocean scene, the impact of
straylight is not so critical (the Ap are due to an apparent spectral variation in the near-IR that is
not the actual one). Furthermore, as the gain adjustment would implicitly incorporate the effect of
straylight, the spectral variations of the measured radiances could be unchanged, with no impact on
the atmospheric correction. The problem is by far more critical over cloudy areas (e.g., small
clouds scattered within an ocean scene). The ratio of straylight to in-field radiance can reach 0.5 in
such conditions, at a distance of 20 pixels from the cloud edge. Clearly, the atmospheric correction
will fail in that case. If straylight cannot be corrected before entering the pixel processing, a
distance {'will have to be defined, in terms of a number of pixels from the cloud edge, to discard
those pixels which are closer than ¢ from a cloud edge (note that a correction for straylight is
included in the MERIS processing).

3.1.3.2.7 Instrumental errors. 2.: calibration errors

Calibration errors are a second possible source of error in the atmospheric correction and
retrieval of the pigment index and atmospheric properties. The comprehensive calibration
procedure that is planned for MERIS should provide TOA reflectances with a radiometric accuracy
of 2-4%, relative to the sun (Rast and Bézy, 1995). It is as well conceivable that larger errors may
occur in some instances. The impact of such errors cannot be fully assessed, precisely because the
“pattern” of these calibration errors can vary (it is not predictable), for instance with positive and
negative errors randomly distributed among bands, or errors systematically positive or negative for
all bands, or for only a subset of bands, etc... Therefore, only a few situations, presumably
representative of possible error combinations, have been examined here. They are similar to those
examined by Gordon (1997), while the absolute values of the errors are set to little larger values

when they are of opposite signs. The atmospheric correction algorithm is therefore applied to TOA
reflectances that are calculated as:
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o= L+ ald)

where p is the “true” TOA reflectance (i.e., the reflectance obtained through the Monte Carlo

(57)

simulations), (A1) is the wavelength-dependent calibration error, and p;” would be accordingly the
erroneously registered TOA reflectance. The atmospheric correction errors at 443 nm are displayed

in Fig. 3.33, for the maritime aerosol (RH = 85%) when z,(550) = 0.1, and for the 5 following

error combinations:

a(A) =0 in all bands (reference case)

a(443) = 0, o(778) = 0.05, o(865) = 0.05  (443) = 0.05, (778) = 0.05, (865) = 0.05
a(443) = 0, o(778) = -0.05, (865) = 0.05  (443) =0, a(778) = 0.05, a(865) = -0.05

A degradation of the atmospheric correction accuracy obviously occurs when the a(1)
errors are not all zeros, and especially when all errors are +5% at all wavelengths. In all other

situations examined, this degradation remains however reasonable (only a few points are outside

the £0.002 limit). It is also less than that obtained by Gordon (1997), who showed errors around

+0.004-0.005 (i.e., at least twice the errors for «(1) = 0 in all bands).

With the present algorithm, which uses the ratio [opath / £r, =0, a relative error a on ppagh

directly results in a relative error & in [opath / pr, za=0l- With an algorithm based on the [opath —
Pr, ra=0] difference, the relative error o on ppan becomes a (opath / [opath — #r, a=0])- The ratio

(Ppath ! Lopath — £r, za=0]) decreases as the aerosol optical thickness increases. For the wavelength

865 nm, and for 6, = 60°, 4, = 37°, and A¢ = 412, this ratio is 2.56 when z, = 0.03, 1.76 when 7, =
0.1, 1.28 when 7, = 0.3, and 1.17 when 7, = 0.5. Therefore, in the case of clear maritime
atmospheres (i.e., 7, about 0.1), the present algorithm would be twice less sensitive to calibration
errors than is an algorithm based on the [ppath — £, za=0] difference.
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Figure 3.33. Error in the retrieved top of atmosphere water leaving reflectance at 443 nm, for the reference case (no
calibration errors; upper 2 panels), and for several combinations of calibration errors, as indicated (see text). Results
are displayed as a function of the solar zenith angle, either for viewing at the scan edge (right) or at the scan center

(Ieft).
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3.1.3.2.8 Residual sun glint

A test, and the associated flag, is planned to identify the sun glint pattern over the ocean.
This test is based on the Cox and Munk’s model (1954) for the distribution of wave slopes, and
makes use of a threshold reflectance, above which the pixel is considered as contaminated by sun
glint (to be confirmed); this pixel is not further processed. For some pixels that are not identified
by this test, the TOA reflectance may still contain a residual sun glint effect (i.e., some photons
directly transmitted through the atmosphere, before and after their reflexion on a wave facet).
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Figure 3.34. Panel (a) and panel (b): ratio of the glint reflectance, pg (Eq. 29°), to the path reflectance, Ppath» at 865

nm, and as a function of the viewing angle. The geometry corresponds to a MERIS scan at 45° north, for an
acquisition at the vernal equinox (a), or at the summer solstice (b). Panel (c) and panel (d): for the geometries in (a)
and (b), error in the atmospheric correction at 443 nm, when (1) the actual interface is flat (o= 0, reference case; solid
lines), (2) the interface is roughened, with a wind speed of 7.5 m s'1 (= 0.2), and the glint reflectance as been
calculated exactly, and removed from p, before entering into the algorithm (dotted lines), and (3) as in (2), whereas the

glint reflectance has not been calculated and is therefore not removed from p, (dashed lines). Note that the lookup
tables for p, and [pyn / ;] are for o= 0 inany case.

The sensitivity study to wind speed (surface roughness; section 3.1.1.6.4) assumed that the
sun glint reflectance, pg, was correctly estimated, and subtracted from the total reflectance before
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applying the atmospheric correction. This step is mandatory to the extent that the relationships
[opath / pr,a=0] Versus z, are deeply modified if they are actually estimated with p (i.e., ppath PIUS
a non identified contribution of pg) instead of ppaeh (dashed line in Fig. 3.23). Even with an exact
knowledge of wind speed, existing models cannot actually provide an accurate value of pg in the
area of maximum sun glint (4¢ ~ 7, &, ~ 6). The reflectance pg is there much greater than the path

reflectance (see Fig. 3.34, panels (a) and (b)), so that no attempt to perform the correction will be
made within this area. For some other geometries, around the maximum sun glint, the TOA total
reflectance may still contain some photons directly transmitted through the atmosphere before and
after reflection on a wave facet (“residual sun glint™; pg is then less than an half of ppa). If the

value of pg for these geometries is not calculable accurately, it should be nevertheless computed, at

least in view of identifying those pixels possibly affected by specular reflection. The identification
could rely on a threshold, either on pg (e.g., Gordon 1997), or on the ratio pg / ppath (to be
defined). For these pixels, atmospheric correction either would not be performed, or would be
carried out and a flag raised. Note finally that ignoring the effect of shadowing on the sun glint
pattern, as done in the present work, can only lead to significant errors for grazing viewing
direction and sun illumination (simultaneous large & and large &, values), and A¢ around z; this
geometrical configuration, where pg anyway becomes small, actually does not occur along a

MERIS track.

When atmospheric correction is applied to TOA reflectances simulated over a rough ocean
(o=10.2, corresponding to a wind speed of 7.5 m s'1), and if these reflectances have been corrected
for the exact value of pg, the results remain correct (i.e., 40(443) within £0.002) even when
lookup tables generated for o= 0 are used (dotted lines in Fig. 3.34, panels (c) and (d)). If pg is not
corrected, then atmospheric correction totally fails actually as soon as pg > about 0.0002 (dashed
lines in Fig. 3.34; panels (c) and (d)). The conclusions are (1) at least 2 set of lookup tables ([opath /
Pr, ra=0] VErsus z,) have to be generated, for 2 values of the wind speed, (2) the glint reflectance has

to be calculated as exactly as possible, and removed from the TOA reflectance before entering the
algorithm.

3.1.3.2.9 Gaseous absorption

When presenting the “detailed mathematical model” (section 3.1.2), the signals (total
radiances) were assumed to be corrected for gaseous absorption, if any. Indeed, these absorption
are not accounted for when generating lookup tables. In principle, the MERIS channels used for
atmospheric correction over Case 1 waters and the pigment index retrieval are exempt from
significant gaseous absorptions. The only source of error could originate from neglecting the
possible, yet uncertain, effect of the H,0 continuum.

3.1.3.2.10 Non-identified Case 2 waters

The architecture of the MERIS ground segment includes tests dedicated to the
identification of Case 2 waters. It is conceivable, however, that in some instances these tests fail in
discriminating between Case 1 and Case 2 waters; in such situations, pixels erroneously flagged as
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Case 1 waters may go through the present algorithm, with expected drawbacks in the processing.
This possible cause of failure of the algorithm is examined below.
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Figure 3.35. normalised water-leaving reflectances at 510 nm, for oceanic Case 1 waters (ay(440):0), and for yellow

substance dominated Case 2 waters (curves for ay(440) # 0). The shaded area correspond to +1o of [, ]5(510) when ay(440)
=0 (see section 3.1.1.4.2 and Fig. 3.3).

Case 2 waters dominated by yellow substance

In principle, yellow-substance-dominated Case 2 waters should not lead to any error in
atmospheric correction, because the assumption of a black ocean remains valid when an additional
absorption (with respect to that of water and phytoplankton) occurs within the water body. The
problem lies in the test that is carried out at 510 nm (identification of aerosol absorption), and
which is based on a constant value of the normalised water-leaving reflectance at 510 nm; this

value of [g,]n(510) (1 10-2) is only valid for Case 1 waters. When yellow substance actually
absorbs, the value of [p,,]n(510) obviously decreases from its value for Case 1 waters (see Fig.

3.35). The consequence is that yellow substance absorption will be erroneously identified as
aerosol absorption. Tests have been performed, where absorption by yellow substance is calculated
as (Sathyendranath et al., 1989):

ay(4) = a,(440) e--014(4 - 440) (58)

where ay is the absorption coefficient of yellow substance, whose value at 440 nm is, somewhat

arbitrarily, fixed to values of 0.1, 0.2, 0.5, 2, and 5 m-1. The results of atmospheric correction over
yellow substance dominated Case 2 waters are presented in Fig. 3.36, for the maritime aerosol
model (RH = 85%), and 7, = 0.1 at 550 nm. The threshold in a,(440), above which atmospheric
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correction fails because of an erroneous aerosol selection, seems to be around 0.5 m-L (i.e., a
reasonably high value)
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Figure 3.36. Error in the retrieved top of atmosphere water leaving reflectance at 443 nm, for the reference case (no yellow
substance; dotted lines), and for several values of ay(440) (0.1 and 0.2 m™1, dotted lines; 0.5 m1, yellow line; 1 m1, green

line). Results are displayed either as a function of the solar zenith angle (upper 2 panels), or as a function of the viewing
angle (lower 2 panels).

Case 2 waters dominated by suspended matter (sediment) scattering

A test is planned for identifying sediment-dominated Case 2 waters (MERIS ATBD 2.5:
Case 2 turbid water flag, and MERIS ATBD 2.6: Case 2 (sediment) bright water atmospheric
correction). The behaviour of the atmospheric correction is examined now, in the case where
sediment-dominated Case 2 waters are non-identified and actually observed. The idea is the same
as for yellow-substance-dominated Case 2 waters: what is the threshold, here in terms of additional
scattering, above which the “Case 1 atmospheric correction” fails. Tests have been performed,
where sediment scattering is calculated as (sediments are supposed to be non absorbing particles):

by(4) = by(550) (A4 / 550)" (59)

where b, (550) is the scattering coefficient at 550 nm, and n characterises the spectral dependency
of sediment scattering. b,(550) is computed as the product [b*,(550) SPM], where b*,(550) is the
specific scattering coefficient of sediments (set to 0.008 m2 mg-1), and SPM is the sediment

concentration in mg m-3. The concentration SPM has been fixed to values of 0, 0.003, 0.03, 0.1,
0.3, 1, 3, and 10 g m-3. The exponent n is set to 0.812, in correspondence with a particle size
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distribution following a Junge distribution with m = 4, a size range of 0.45 to 20 xm, and a
refractive index of 1.15. The backscattering ratio, as derived from the particle phase function
calculated (MIE theory) with the parameters above, is equal to 1.4%.
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Figure 3.37. Error in the retrieved top of atmosphere water leaving reflectance at 443 nm, for the reference case (no
additional scattering; dotted lines), and for several values of SPM (see text), namely SPM = 0.003 g m™3 (depp blue curve),
0.03, 0.1, and 0.3 g m™3 (yellow curve), and 1 and 3 g m™3 (light blue curve). Results are displayed either as a function of
the solar zenith angle (upper 2 panels), or as a function of the viewing angle (lower 2 panels)..

In the near infrared, where the effect of phytoplankton on the water-leaving radiance is
null, this radiance is calculated as:

by (1)

) (60)

pu(2,6,4) = Eq(0")(A) 9(6) %u,e,qﬁ)

where by (4) is the sum of the backscattering coefficients of water itself plus the sediments,
a(4) is absorption by water only, and the (f1/Q) ratio, calculated for Case 1 waters, is nevertheless

used (for want of anything else). This last point is not really important when our only aim is to get
an idea of the threshold in water-leaving reflectance (in the near infrared) above which
atmospheric correction fails (whatever the relevance of the relationship between this water-leaving
reflectance and the sediment load).

In the visible, the bio-optical model that we used is the model for Case 1 waters, and the
additional backscattering due to sediments is simply added to the backscattering of phytoplankton
and water.
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Atmospheric correction has been applied to TOA reflectances simulated for these sediment-
dominated Case 2 waters, and the results are shown in Fig. 3.37. The same errors in the retrieved
marine reflectances are obtained for SPM concentrations of 0.03, 0.1, and 0.3 g m-3, and also for
concentrations of 1 and 3 g m-3. The error in the aerosol selection are indeed identical for several
SPM concentrations, because the impact of the additional marine signal in the near infrared
evolves in steps. It was not expected that, in some instances, the accuracy of the correction remains
acceptable with SPM = 1 g m=3. This result indicates, however, that the Case 2 turbid water flag
(ATBD 2.5) will be useful if it triggers off for SPM concentrations around 0.3-0.5 g m-3 (i.e.,
about 5 104 to 2 10-3 in terms of reflectance at 865 nm, and about 1.5 10-3 to 5 10-3 in terms of
reflectance at 778 nm).

3.1.3.2.11 Polarisation

The issue of polarisation does not interfere with the present development of the
atmospheric correction for MERIS. The total and Rayleigh radiances will be changed if
polarisation is included in the systematic radiative transfer simulations, so that the lookup tables
will not contain the same numerical values. The principle of the algorithm and its operation remain
however unchanged either with or without including polarisation in the simulations. The question
of including or not polarisation actually is close to that concerning the choice of a method (code) to
carry out the systematic simulations (final implementation of the algorithm). A comparison has
been made between Rayleigh radiances computed by taking into account polarisation (Gordon et
al., 1988): the “Exact Radiative Transfer Equation” is used, where the radiance is replaced by a
column vector containing the Stokes parameters describing the state of polarisation of the light),
and the Rayleigh radiances computed with the Monte Carlo code presently used (without
polarisation). Differences are observed between the radiances generated by these 2 codes, of a few
percent (2-5%), sometimes up to 10%. This preliminary test indicates that polarisation should be
taken into account (even if MERIS is not sensitive to polarisation, the measured radiances can
change with polarisation). Following Gordon (1997), however, the slight gain in accuracy resulting
from the use of the vector theory in computing the lookup tables ([opath / r,za=0l Versus z]) would

be really small, as regards the considerable computational cost when accounting for polarisation.
3.1.3.3 Expected global accuracy

Considering the tests and sensitivity studies carried out and presented in this ATBD, the
expected global accuracy of the algorithm should be within £0.002 in reflectance; this is slightly
greater than the required accuracy (see section 2.3). Errors exceeding this threshold will occur in
some cases, corresponding to extreme situations examined here.
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3.2 Practical considerations

3.2.1 Lookup tables

A full description of the Lookup tables used in the operational implementation of the
present algorithm, as well as the way they are derived, is to be found in two documents:
Specification of the Scientific Contents of the MERIS Level-1b & 2 Auxiliary Data Products
(doc number PO-RS-PAR-GS-0002).

Specification of the Contents of the MERIS Radiative Transfer Tools used to Generate the
Level-2 Auxiliary Data Products (doc number PO-RS-PAR-GS-0003)

The two documents are publicly available from the ENVISAT web page, at the following link:
http://www.envisat.esa.int

3.2.2 Exception handling

Criterions are to be defined, with the corresponding flags, to identify the pixels for which
the atmospheric correction has failed, or has been carried out in non-optimal conditions. The
following “science flags™ are individually provided in the Level-2 products:

(1)  The test at 510 nm has revealed the presence of absorbing aerosols and absorbing
aerosol models have been used in the atmospheric correction. Flag name in the
MERIS level-2 products is ABSOA_DUST.

(2)  Case 2 turbid waters have been identified from a test in the near infrared (ATBD 2.5).
Flag name is CASE2_S

(3)  Yellow substance dominated Case 2 waters have been identified (ATBD 2.8). Flag
name is CASE2_Y. It is actually not set.

(4)  Case 2 turbid waters have been identified from a test at 560 nm (no ATBD). Flag
name is CASE2_ ANOM.

) Ice or haze have been detected (test performed at 412 nm; cf. publication in Remote
Sensing of Environment provided in appendix). Flag name is ICE_HAZE.

(6) High glint contamination has been identified. Flag name is HIGH_GLINT.

@) Medium glint contamination has been identified. Flag name is MEDIUM_GLINT.

(8)  The sun zenith angle is > 70°. Flag name is LOW_SUN..

(90  White scatterers (typically coccolithophorids) have been identified. Flag name is
WHITE_SCATTERER.

In addition to these individual flags, “Product Confidence Data” (PCD) are also provided.
They are formed by the logic combination of several individual flags. PCDs concerning
atmospheric corrections are:

3.2.3 Outputs of the atmospheric correction

The outputs of the atmospheric correction will be
(1) The water-leaving reflectances in the MERIS bands 1 to 8, for cloud-free pixels. Their
definition is:
n L,
E,(07)

Pw =

The aerosol optical thickness at 865 nm.
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(2) The aerosol angstrom coefficient, «, computed as:
o = _|Ogﬂ /|Og7_78
7,(865) 865
(3) flag(s) indicating the level of confidence of the atmospheric correction (see section 3.2.4)

4 Assumptions, constraints, and limitations

4.1 Assumptions

e The aerosol models used in the simulations (to generate the lookup tables) are assumed to be
good approximations of the actual aerosols over the oceans. This point has been discussed in
3.1.3 (Error budget estimates).

e The “mixing ratio” is wavelength-independent. This point has been discussed in section 3.1.1.8
(remaining issues).

e The oceanic diffuse reflectance at 510 nm is weakly varying with the chlorophyll
concentration, and it can be derived from a monthly climatology (section 3.1.1.4.2).

e The TOA total reflectance in the visible is adequately represented by summing the atmospheric
path reflectance, obtained through radiative transfer simulations over a black, Fresnel-
reflecting, ocean, and the product t.p,, calculated independently (section 3.1.1.1).

e The plane-parallel atmosphere is a good approximation of the real atmosphere for radiative
transfer simulations, at least when the remote sensing configuration is concerned (see Ding and
Gordon, 1994).

e |t has been assumed here that the algorithm is applied to TOA reflectances that have been
previously corrected for gaseous absorption, if any (including water vapour, oxygen and
ozone).

4.2 Constraints, limitations

e The algorithm is designed to be operated over Case 1 waters. Its application over coastal turbid
Case 2 waters (in a situation where pixel classification would have failed) cannot produce
correct results.

e Problems could also be encountered over open ocean, when highly reflecting detached
coccoliths are present (e.g., Balch et al., 1989, 1991; Gordon and Balch, 1997), and more
generally for any departure of the optical properties from those typical of Case 1 waters (if not
identified).

e The algorithm obviously works over cloud free pixels, off the sun glint area (section 3.1.3.2.8).
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e The algorithm development heavily relied upon aerosol models, radiative transfer models, as
well as bio-optical models. The algorithm reliability is therefore connected to the quality of
these models (cf. The “Reference model for MERIS level-2 processing”, ESA document PO-
TN-MEL-GS-0026, issue 4r1, 13 July 2001).
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6 Symbols

Symbol

definition

Dimension / units

Geometry, wavelengths

A
b
&

Ap

Wavelength
Sun zenith angle (z = cos(6.))

Satellite viewing angle (z4, = cos(4,))

Azimuth difference between the sun-pixel and pixel-sensor

half vertical planes

Atmosphere and aerosol properties

Fo(4)
&
Fa(4)
F(2)
za(4)
w(4)
T

Tag (A
@5(4)
@(4)
P4, 1)

Pa(4 7

c(A)
tg, (1.65)

Mean extraterrestrial spectral irradiance

Eccentricity of the Earth orbit

Aerosol forward scattering probability

Rayleigh forward scattering probability

Optical thickness due to aerosol scattering

Optical thickness due to Rayleigh scattering
Contribution of molecules to the total optical thickness
Gl (g + 7))

Optical thickness due to gaseous absorption

Aerosol single scattering albedo

Rayleigh single scattering albedo

Rayleigh phase function

Pr() = Pr(4,7+) + [pe(65) + pr(6,)]Pr (2. 72)
where yt is the scattering angle

cos(yx) = = cos(6y) cos(6, ) — sin(fg) sin(6y, ) cos(4¢)
Aerosol phase function

Pa(7%) = Pa(A7%) + [0F(G) + pr(6y)] Pa(4.7%)
Exponent of the Junge law for the distribution of aerosol
particles (sensitivity studies)

Attenuation coefficient for wavelength 4
Irradiance transmittance for a sun zenith angle &,

tg, (4,65) = Eq(0") / (1 ¢ Ry) , where E4(0%) is the

downwelling irradiance just above the sea surface

nm
degrees

degrees

degrees

W m2 nm-1

dimensionless
dimensionless
dimensionless
dimensionless
dimensionless

dimensionless
dimensionless
dimensionless

dimensionless

srl

sr-l

dimensionless

m-1
dimensionless
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ty(4, 0) Diffuse transmittance for angle 8 dimensionless
ty(4, &) = L1oa(4.65,8,,49) | L (4,65,6,,49)
L(4,6, 8,,A¢) Radiance W m-2nm-1srl

Subscripts : TOA - top of atmosphere
0* - just above the sea surface
w for water-leaving radiance, just above the sea surface

u for upwelling radiance, just below the sea surface

P Atmospheric pressure at sea level hPa
RH Relative humidity percents
o(4,65,8,,4¢) Reflectance (zL / Fy 1) dimensionless

where the product z.L is the TOA upwelling irradiance if
upwelling radiances are equal to L(4,6;,8,,4¢) for any values of &,
within 0-7/2 and any A¢ within 0-27.
Subscripts t: total reflectance
w: water-leaving reflectance
path: path reflectance
r: Rayleigh reflectance
rs: Rayleigh reflectance (single scattering only)
a: aerosol reflectance
as: aerosol reflectance (single scattering only)
ra: heterogeneous aerosol-molecule scattering
G: sun glint reflectance
wc: whitecaps reflectance

£ (4,6, 8, A¢)Reflectance within a compound atmosphere, containing molecules  dimensionless

and aerosols (subscripts as for p)

&A1, 1) Ratio pa5(4 ) 1 pag(42) dimensionless
€(Andp)  Ratio [ppan(A1) - A(A)]/ [opatn(42) - pr (A2)] dimensionless
f(z) Relationship between the ratio [ppath !/ p] and z, dimensionless

Water properties

Chl Chlorophyll concentration mg m-3
a(4) Total absorption coefficient (due to water and algae) m-1
bp(4) Total backscattering coefficient (due to water and algae) m-1
AQ 2o Ratio of (by/a) at 14 to (by/a) at 4, dimensionless

R(4, 0) Diffuse reflectance of oceanic Case 1 waters, at null depth dimensionless
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f Ratio of R(0") to (by/a); subscript 0 when &, =0 dimensionless
Q(4,6;,8,,A¢) Factor describing the bidirectional character of the sr
diffuse reflectance of oceanic Case 1 waters; subscript 0
when 6,=6,=0
LowIn(A) Normalised water-leaving reflectance (i.e., the reflectance if
there were no atmosphere, and for &, = &, = 0) dimensionless

Air-water interface
R(O) Geometrical factor, accounting for all refraction and reflection dimensionless

effects at the air-sea interface (Morel and Gentili, 1996)

in(e'){ Cll2) (1_'0F(0‘))} (subscript 0 when & = 0)

@-TR) n2
where

n is the refractive index of water dimensionless
Pe(6) is the Fresnel reflection coefficient for incident angle & dimensionless

o is the mean reflection coefficient for the downwelling dimensionless

irradiance at the sea surface

I is the average reflection for upwelling irradiance at the dimensionless
water-air interface
@ is the refracted viewing angle (¢ = sin-1(n.sin(8,))) degrees
o Root-mean square of wave facet slopes dimensionless
y/j Angle between the local normal and the normal to a facet

p Probability density of surface slopes for the direction (6, &,, A4¢)  dimensionless

Miscellaneous

W Wind speed dimensionless
X Aerosol mixing ratio defined on the basis of the [y / o] ratio dimensionless

At 778 nm.
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The full text of the following three publications is provided hereafter:

(1) Antoine D. and A. Morel, 1998, Relative importance of multiple scattering by air molecules
and aerosols in forming the atmospheric path radiance in the visible and near infrared parts of
the spectrum, Applied Optics 37, 2245-2259.

(2) Antoine D. and A. Morel, 1999, A multiple scattering algorithm for atmospheric correction of
remotely-sensed ocean color (MERIS instrument): principle and implementation for
atmospheres carrying various aerosols including absorbing ones, International Journal of
Remote Sensing, 20, 1875-1916.

(3) Nobileau, D. and D. Antoine, 2005, Detection of blue-absorbing aerosols using near infrared
and visible (ocean color) remote sensing observations. RemoteSensing of Environment, 95,
368-387.

(4) Antoine D. and D. Nobileau, (2006). Recent increase of Saharan dust transport over the
Mediterranean Sea, as revealed from ocean color satellite (SeaWiFS) observations. Journal of
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Assessment of uncertainty in the ocean reflectance determined by three satellite ocean color sensors
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Relative importance of multiple scattering by
air molecules and aerosols in forming the
atmospheric path radiance in the visible

and near-infrared parts of the spectrum

David Antoine and André Morel

Single and multiple scattering by molecules or by atmospheric aerosols only (homogeneous scattering),
and heterogeneous scattering by aerosols and molecules, are recorded in Monte Carlo simulations. Itis
shown that heterogeneous scattering (1) always contributes significantly to the path reflectance (p,¢,),
(2) is realized at the expense of hornogeneous scattering, (3) decreases when aerosols are absorbing, and
(4) introduces deviations in the spectral dependencies of reflectances compared with the Rayleigh expo-
nent and the aerosol angstrom exponent. The ratio of p,.;, to the Rayleigh reflectance for an aerosol-free
atmosphere is linearly related to the aerosol optical thickness. This result provides a basis for a new
scheme for atmospheric correction of remotely sensed ocean color observations. © 1998 Optical Society

of America

OCIS codes: 010.0010, 010.1100, 010.1310, 010.4450, 290.1090, 290.4210, 290.5850, 290.5870.

1. Introduction

When correcting for atmospheric-effect Earth obser-
vations taken from satellite sensors, or when invert-
ing ground-based measurements of sky radiances,
one must estimate the path radiance or the path
reflectance if the following transformation is used
(symbols and definitions are listed in Table 1):

p(\, 8,, 0,, Ad) = mwL(A, 6,, 8,, Ad)/E,(N)cos(6,).

Except if they are expressly needed, wavelength and
angular dependencies will hereafter be omitted for
clarity. Inthe case of a satellite sensor aiming at the
ocean, the path reflectance at the top of the atmo-
sphere (TOA) originates from single and multiple
scattering by molecules and aerosols, which affect
photons traveling downward through the atmosphere
and also photons traveling upward after they have
been reflected at the air-water interface. Therefore,

The authors are with the Laboratoire de Physique et Chimie
Marines, Université Pierre et Marie Curie et Centre National de la
Recherche Scientifique, B.P. 08, F-06238 Villefranche sur Mer Ce-
dex, France.

Received 11 July 1997; revised manuscript received 17 Novem-
ber 1997.

0003-6935/98/122245-15$15.00/0

© 1998 Optical Society of America

estimating the path reflectance requires that the
combined effects of aerosols and molecules on the
radiative field be understood and assessed.
According to previously adopted assumptions, re-
flectances that are due to Rayleigh and aerosol scat-
tering are separable,! so they can be calculable for
single-component atmospheres and then summed to
simulate the path reflectance. In this case the de-
termination of that part of the path reflectance that
originates from molecular scattering (Rayleigh scat-
tering) is easily dealt with, for only the illumination
and observation conditions have to be known. In
contrast, the numerical density of aerosol particles,
their chemical nature, and their vertical distribution
vary greatly, so they are a priori unknown in most
situations. When it is assumed, however, that the
reflectance that is due to aerosol scattering is calcu-
lable (under some assumptions), the approach then
consists in adding this reflectance to the Rayleigh
reflectance (both having been obtained for single-
component atmospheres) and finally in introducing a
corrective term that accounts for the nonadditive
character of the reflectances (which are apparent op-
tical properties). This term is usually referred to as
the coupling term between aerosol and molecule scat-
tering and involves heterogeneous multiple scatter-
ing. The attribute “heterogeneous” is used here to
identify molecule-particle scattering, as opposed to

20 April 1998 / Vol. 37, No. 12 / APPLIED OPTICS 2245



Table 1. Symbols and Definitions

Symbol Definition Dimension/Units
0, Sun zenith angle Degrees
0, Viewing angle Degrees
Ad Azimuth difference between the Sun-pixel and pixel-sensor half-vertical planes Degrees
E, M) Extraterrestrial irradiance Wm2nm™?
Mg Contribution of aerosols to the total optical thickness Dimensionless
m, 1-m, Dimensionless
A Wavelength nm
L(», 8, 0,, Ad) Radiance Wm?2nm™?!
srt
n Operational exponent Dimensionless
P, (v) Aerosol phase function )
P.(vy) Rayleigh phase function st
y* Scattering angle Degrees
p(, 8,, 8, Ad) Reflectance, defined as wL/E, cos(9,), where the product w.L is the TOA up- Dimensionless
welling irradiance if upwelling radiances are equal to L(\, 8,, 0,, Ad) for any
values of 6,. Subscripts: path, path reflectance; , Rayleigh reflectance; rs,
Rayleigh reflectance (single scattering only); a, aerosol reflectance; as, aerosol
reflectance (single scattering only); ra, heterogeneous aerosol-molecule scat-
tering. Superscript: *, a reflectance for a compound atmosphere
P Bulk reflectance integrated over a solid angle () of 4.4 sr, where x is one of the Dimensionless
subscripts defined for p
[ Relative contribution of p, to .., Where x is one of the subscripts defined for p %
pr (0) Fresnel reflection coefficient for angle 8 ~ Dimensionless
RH Relative humidity %
Te Aerosol optical thickness Dimensionless
T, Rayleigh optical thickness Dimensionless
™ Single scattering albedo Dimensionless
c Attenuation coefficient m™!

homogeneous molecule-molecule or aerosol-aerosol
multiple scattering. In fact, the validity of the above
approximations is not firmly established, mainly be-
cause heterogeneous scattering, which necessarily oc-
curs in the atmosphere, has not been clearly studied.
As far as we know, the creation of a flux resulting
from multiple molecule-aerosol scattering events,
the spatial rearrangement of the scattered flux, and
the relative importance of multiple scattering when
the aerosol load increases have not yet been thor-
oughly examined or quantified. The study pre-
sented in this paper aims at filling this gap.

In the present study Monte Carlo simulations were
carried out in compound (molecules plus aerosols),
multilayered atmospheres, so all kinds and orders of
scattering are considered. In addition, the code is
provided with the capacity of keeping track of the
photons, allowing the total reflectance to be decom-
posed into three partial reflectances, corresponding
to the contributions of (1) single and multiple scat-
tering by molecules only (in the presence of aerosols,
however), (2) single and multiple scattering by aero-
sols only (in the presence of molecules), and finally (3)
heterogeneous scattering by both aerosols and mole-
cules. The addition of these three partial reflec-
tances is strictly valid, unlike for the sum of
reflectances separately computed for single-
component atmospheres.

A detailed study of the three terms was under-
taken, permitting a better understanding of their
changes in response to changes in the vertical struc-

2246  APPLIED OPTICS / Vol. 37, No. 12 / 20 Aprii 1998

ture of the atmosphere, the aerosol optical thickness,
and the ratio of aerosol to total optical thicknesses.
The partial reflectances were first examined for spe-
cific geometries, and then their contribution to the
global flux were assessed. The spectral dependen-
cies of the three terms were also analyzed and com-
pared with the Rayleigh exponent and the aerosol
angstrom exponent. The effect of aerosol absorption
on results obtained for nonabsorbing aerosols was
assessed. We show that, for a given aerosol, the
relative change of the path reflectance in response to
increasing aerosol optical thickness is monotonically
and unambiguously related to the aerosol optical
thickness. The result was applied to the problem of
atmospheric correction of ocean color observations
from space, and a new scheme is presented that im-
plicitly accounts for the three terms described above.

2. Decomposition of the Top-of-the-Atmosphere
Signal

The TOA signal includes three terms, as follows:

(1) The photons specularly reflected at the air-
water interface, after a direct path from the Sun, and
then traveling back to the TOA without scattering;
they form the sun-glint term and are not considered
here.

(2) The contribution of whitecaps and foam, which
return toward the TOA a fraction of the direct sun-
light and of diffuse sky light; this term is not exam-
ined either.



(3) The path reflectance, which is the term specif-
ically studied here; it is generated along the two-way
path through the atmosphere, mainly by backscatter-
ing along the downward path, and mainly by forward
scattering along the upward path, after reflection of
the skylight at the interface.

A first approximation has consisted in simply ex-
pressing the path reflectance for a given compound
atmosphere, p,a¢,, as the sum!2

Ppath = Prs + Pasy 1

where p, is the Rayleigh reflectance of the same at-
mosphere in absence of aerosol, p,, is the aerosol
reflectance in absence of air molecules, and both re-
flectances result from single scattering (as indicated
by the subscript s). Equation (1), which is strictly
valid only under the assumption of single scattering,
implies that the optical thicknesses 71, and 7,, for
Rayleigh and aerosols, respectively, are small enough
(i.e., below 0.1). In this approximation, and with a
flat sea surface, p,, and p,, can be expressed from the
corresponding phase functions as

pas[rs]()" esr ev’ A¢)
= Ta[r](x)ma[r](x)pa[r]()\’ 631 Ov’ A¢)/4“'sp‘v, (2)

where

Pairi(\, 05, 8,, Ad) = Pypq(X, v-)
+ [pr(8,) + pr(0,)1Pura(N, v4), (27)
with
cos(y=x) = +cos(0,)cos(8,) — sin(h,)sin(8,)cos(Ad),

where o, and o, are the aerosol and the Rayleigh
single-scattering albedos (ratio of scattering to atten-
uation, close to 1 for most oceanic aerosols and to
unity for air molecules, at least at the wavelengths
considered here), and p, and p, are related {through
Eq. (2')] to the aerosol and Rayleigh phase functions,
P, and P, respectively, through pz{0), the Fresnel
reflection coefficient at the interface.

Even for a clear atmosphere (i.e., small 7,), 7, is
never small in the short-wavelength domain, so a
first improvement, introduced by Gordon et al.,3 has
consisted in computing the reflectance that is due to
Rayleigh scattering as a result of multiple-scattering
events between molecules. Another improvement
has consisted in considering all kinds of multiple
scattering, and Deschamps et al.4 proposed splitting
Ppath into three terms, as follows:

ppath =P + Pa + Craa (3)

where p, is the reflectance that is due to multiple
scattering by air molecules (Rayleigh reflectance) in
an aerosol-free atmosphere, p, is the reflectance that
is due to multiple scattering by aerosols in a hypo-
thetical atmosphere containing exclusively aerosols
{(no molecules) and C,, is defined as a coupling term
describing the interactions between molecular and

aerosol scattering; in most cases it is found to be
negative.#5 The term C,, is denoted C*F in Ref. 4
and p,, by Gordon and Wang.6

Another type of decomposition has also been pro-
posed,” in which both heterogeneous and homoge-
neous multiple scattering (by aerosols or molecules)
is accounted for as a whole in a correction term, CT,
according to

Here p, represents the single-scattering reflectance
computed from Eq. (2), with, however, a single com-
pound phase function for the mixture of aerosols and
molecules. The correction term CT can then be ex-
panded as the sum of a Rayleigh correction term and
of a correction for aerosol scattering, which is propor-
tional to 7,. This decomposition scheme will not be
examined here, and the two phase functions, for mol-
ecules and aerosols, will always be considered sepa-
rately and introduced in the following computations
with their appropriate weights.

When aerosol particles are added to a given
amount of molecules such that a compound atmo-
sphere is built, the radiative regime changes. Itcan
thus be expected that p, will not remain unchanged.
Similarly, the hypothetical p, is likely affected by the
additional presence of molecules. The additivity
that is suggested by Eq. (3) is formal to the extent -
that the coupling term C,, includes several phenom-
ena. In addition to the effect of heterogeneous scat-
tering, it reflects the changes in the radiative regime,
namely, the changes in the previously defined reflec-
tances p, and p,, when molecules and aerosols are
simultaneously present. These changes and there-
fore the magnitude of C,, (hereafter called the cor-
rective term) are not simply predictable.

A strict additivity can be restored, provided that
the definitions of the three terms are accordingly
modified. Let p,* be the reflectance that originates
from scattering (single and multiple) by molecules
only but in the presence of aerosols and p,* be the
equivalent term for aerosols, also in the presence of
molecules; then

Ppath = pr* + pa* + pra*: (5)

where now p..* stands for that part of pp,, that
strictly results from heterogeneous scattering (from
double to multiple collisions). From Egs. (8) and (5)
it follows that

Cra = pra* + [pr* - pr] + [pa* - pﬂ]’ G

which expresses that the corrective term C,, includes
a necessarily positive term p,,*, to which are added
two terms corresponding to the changes in the radi-
ative regime, from single-component atmospheres to
the two-component atmosphere. If these changes,
represented by the differences enclosed by brackets
in Eq. (6), are revealed to be negative and are not
compensated for by the magnitude of p,.*, C,, may
become negativet (see Appendix A of Ref. 8).

The practical way to estimate each of the terms in

20 April 1998 / Vol. 37, No. 12 / APPLIED OPTICS 2247



Eq. (5), as well as C,, in Eq. (6), is to keep track of the
photons in a Monte Carlo simulation and to sort them
according to their histories, i.e., according to the na-
ture and number of scattering events that they have
undergone. We do this here by using a Monte Carlo
code described elsewhere?!® and validated against
other radiative transfer codes.!* The practical way
to operate this code is detailed in Appendix A, along
with a description of the parameters selected to sim-
ulate the path reflectance.

3. Results

A. Two-Layer and Multilayer Atmospheres

Before we enter into an analysis of the terms that
appear in Eq. (6), a prerequisite is to assess the effect
of the vertical stratification of aerosols on the total
reflectance. In previous studies,4612 and with a
view to sparing time in extensive computations, sim-
plified atmospheres were considered; aerosols were
confined within the lower boundary layer, and only
molecules were present above this layer. According
to previous tests,* such a simplification would be re-
liable when 8, < 30°, and the reflectances computed
for a two-layer atmosphere remained in agreement
(to better than 107%) with those obtained when a
more realistic aerosol vertical distribution!® was
used. With regard to Eq. (5), this agreement means
that the p,,q, values coincide for the simplified and
for the more-realistic vertical distributions, notwith-
standing the possible variations in the three consti-
tutive terms. This last point, and more generally
the validity of the two-layer approximation, deserves
examination when 0, exceeds 30°.

With this aim, fifty 1-km-thick atmospheric layers
(from 0 to 50 km) were considered with specific values
for Rayleigh scattering coefficient, aerosol content
(without aerosol absorption), and ozone absorption.14
For comparison with the associated two-layer atmo-
sphere, we distributed the same aerosol along the
vertical, with the result that the optical thickness
was unchanged (Fig. 1). Such modeled, stratified
atmospheres admittedly differ from natural ones, as
different aerosols actually are present in the bound-
ary layer, the troposphere, and the stratosphere.
This choice of a unique aerosol type along the vertical
was mandatory for the sake of comparison with the
corresponding two-layer atmosphere, which obvi-
ously contains only one aerosol type.

Examples of pyqin computed for 50 and 2 layers are
displayed in Fig. 2(a), with four increasing aerosol
loads (maritime type!5). The differences between
the two kinds of curve are minute and are below 0.5%
on the average, that is, within the weak stochastic
noise inherent in Monte Carlo simulations. The ab-
sence of significant differences was systematically
verified for other aerosol types and illumination-
viewing geometries (Table 2). It can therefore be
concluded that, for a given aerosol optical thickness,
the TOA total reflectances are safely computed by use
of a two-layer system, even for viewing angles exceed-
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Fig. 1. Vertical profiles that we used for molecules, ozone, and
aerosol. (a) Vertical repartition of the attenuation coefficients at
550 nm, taken from Elterman.1* The four solid curves correspond
to 7, = 0.05, 0.1, 0.3, 0.5. For the last three values, only the
bottom layer aerosol contents (<5 km) are changed while the whole
profile is shifted to yield an optical thickness of 0.05. The profile
with steps at 2 and 12 km is used for sensitivity studies (see text).
(b) For molecules and ozone the optical thicknesses over the 0-2-
and 2-50-km layers, computed from the vertical profiles shown in
(a), are homogeneously distributed in the same layers to construct
an equivalent simplified atmosphere. For aerosols, their whole
content {0-50 km in (a)] has been confined within the 0-2-km
boundary layer.

ing 30° and actually as great as 70°, and provided
that aerosols are not absorbing.

This result is nonetheless surprising to the extent
that the reflectances p,*, p,*, and p,* all change
when the aerosol vertical distribution is changed
[Figs. 2(b)-2(d)], whereas their sum remains un-
changed. By comparing the results for the two dis-
tributions (subscripts 2 and 50, respectively), one can
see that for the (dommant) Rayleigh component,
Prso” is always inferior to p, »*, whereas the contrary
holds true with respect to the two other terms, Pa, 50
and particularly p,, 5,*, always above p, ,* and p,, o*.
The more noticeable change affects the heteroge-
neous scattering, which is enhanced by 40-60%
when aerosols are spread over the 50 layers instead of
being confined within the 2-km-thick lower layer.

As a consequence, it must be stressed for what
follows that a vertically resolved atmosphere is
needed if an analysis of the partial reflectances is to
be undertaken, even if aerosol absorption is not con-
sidered. Consequently, it was necessary to verify
that realistic changes in the aerosol vertical distribu-
tion do not significantly modify the partial reflec-
tances shown in Fig. 2. With this purpose we
performed simulations by using another vertical dis-
tribution, namely, that proposed in the World Cli-
mate Research Program,¢ keeping the Rayleigh
scatterers and ozone absorption distribution as in
Fig. 1(a). The total aerosol optical thickness was the
same as in previous simulations, but only three lay-
ers were considered, the boundary layer (0-2 km),
the free troposphere (2-12 km), and the stratosphere
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Fig.2. TOA reflectances for A\ = 445 nm, 9, = 60°, and four values
of 7,(550) (0.05, 0.1, 0.3, and 0.5). The aerosol is the maritime
model with a relative humidity of 70%. Reflectances are dis-
played as a function of viewing angle 6, throughout the Sun and
anti-Sun half-vertical planes (Ad = 0 and A¢ = m, respectively) and
in the perpendicular half-plane (Ad = 7/2). Viewing angle 0, is
limited to 70°. Solid curves, results for the 50-layer structured
atmosphere; dotted curves, results for the simplified two-layer at-
mosphere. (a) Global path reflectances, p,,,u.; (b) reflectances that
are due only to multiple Rayleigh scattering, p,*; (c) reflectances
that are due to multiple scattering by aerosols only, p,*; (d) reflec-
tances that are due to heterogeneous scattering, p..*.

(12-50 km), each with its specific mean extinction
coefficient. The mean differences in p,*, p,*, and
Pra” resulting from the use of these two different pro-
files and computed for all azimuth angles and for
viewing angles less than 70° (see Appendix A) were,
respectively, +2.7, —3.8, and +5%, with standard
deviations of 2.5, 3.2, and 2.8%. We therefore be-

lieve that the partial reflectances are simulated in a
realistic way when the aerosol is vertically distrib-
uted as shown in Fig. 1(a) and that for real atmo-
spheres, which necessarily differ in vertical structure
from the 50-layer atmosphere in Fig. 1(a), the reflec-
tances remain close enough to those simulated here
to permit a generalization of the results discussed
below.

B. Analyzing the Terms of the Total Signal
Decomposition

1. Scattering in Single-Component versus
Two-Component Atmospheres

The aerosol-free and the molecule-free atmospheres
were considered with a view to computing the reflec-
tances p, and p, [Eq. (3)]. Then we distributed the
same global amount of molecules and aerosols verti-
cally among the 50 layers as described above, to build
the related compound atmosphere and compute the
three terms that appear in Eq. (5). The comparison
among the three atmospheres allowed C,, [in Eq. (6)]
to be derived. To the extent that the molecular
phase function is unique, such a triplet of atmo-
spheres is determined by three modifiable parame-
ters, namely, the aerosol phase function and the
optical thicknesses 7, and 7,. One can make modi-
fications as a purely numerical experiment or equally
well by changing the wavelength, as long as the aero-
sol nature is kept unchanged. The Sun’s zenith an-
gle 6, is an additional (external) parameter. All the
results have to be analyzed in terms of their depen-
dence on the viewing zenith angle 6, and the azimuth
difference Ad.

The seven terms that appear in Egs. (3) and (5) are
plotted as a function of wavelength for a particular
aerosol load and nature and a specific geometry (Fig.
3). The trends shown by this figure remain valid in
all circumstances, whereas they vary quantitatively
according to the geometrical and aerosol conditions
(discussed below). From this example some general
trends and behaviors are already obvious and are
summarized as follows:

(1) In the compound atmosphere p,* and p,* are
systematically below their germane terms, p, and p,,
specific to the single-component atmospheres, so the
differences in parentheses in Eq. (6) are systemati-
cally negative,

Table 2. Parameters Defining the 64 cases Used for Comparison of Atmospheres Made of 2 or 50 Layers

Parameter

Sampling

Rayleigh optical thickness (t,)
Aerosol models

0.23 and 0.015, corresponding to A = 445, 865 nm
Maritime model, with relative humidity 70%; angstrom exponent, —0.4*

Rural model, with relative humidity 98%; angstrom exponent, —1.2°

Aerosol optical thickness (t,)
Sun zenith angle

0.05, 0.1, 0.3, 0.5 at 550 nm; v, values range from 0.03 to 0.6, according to A
0°, 20°, 40°, and 60°

“The exponent was computed for the \ couple 865-445 nm.
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Fig. 3. TOA reflectances for a vertically structured (50-layer) at-
mosphere as a function of wavelength when 8, = 40°, 6, = 30°, and
A = w/2. The aerosol is the maritime model with a relative
humidity of 70% and an optical thickness of 0.3 at 550 nm. The
various reflectances as indicated are described in the text.

(2) The heterogeneous reflectance p,,* is appar-
ently created at the expense of homogeneous multiple
scattering of both kinds.

(3) The spectral dependencies of p, and p, approx-
imately follow the A™4% and A~%* laws, as do the
corresponding scattering coefficients (see below).
For p, the approximate maintenance of the angstrom
exponent is possible because the shape of the phase
function for this particular aerosol is practically in-
sensitive to wavelength. -

(4) The spectral variations in p,* depart from those
in p,, and, in this instance, the exponent becomes
clearly positive. The spectral selectivity of p,* re-
mains close but not equal to that of p,.

(5) The heterogeneous scattering reflectance p,,* is
rather important in magnitude, occasionally exceed-
ing p,* and amounting to approximately half of the
Rayleigh term in this example. Its spectral depen-
dence seems, somewhat surprisingly, to be governed
mainly by that of molecular scattering.

(6) Finally, the correction term C,, is much smaller
than p*, as expected from the negative terms, as
already identified in the first item in this list. Here
C,, is positive, yet this result is not general. When
various figures such as Fig. 3 are examined, C,, ac-
tually appears to be the most changeable term and
does not always have values as small as those shown
in Fig. 3.

The respective magnitudes of all the terms, as de-
scribed above, are not modified when various 9, di-
rections are considered at a single wavelength (Fig.

4). The inequalities p,* < p, and p,* < p, are main-

tained everywhere [Fig. 4(a)]. The forward lobe of
the aerosol phase function results in formation of a
peak centered on the direction corresponding to the
reflected Sun rays (A¢ = w). Despite the asymmet-
rical disposition of p,* and p,*, the heterogeneous
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Fig. 4. TOA reflectances as a function of 6, and in the vertical
planes as in Fig. 2, when A = 445 nm and 0, = 40°, for a vertically
structured (50-layer) atmosphere containing either both aerosols
and molecules (dotted and dashed curves) or only one of these two
scatterers (solid curves). The aerosol is the maritime model with
a relative humidity of 70% and 7,(550) = 0.3. (a) The path re-
flectance and the reflectances that are due to multiple scattering by
aerosols (p,* and p,) or molecules (p,* and p,). (b) The reflectances
that are due to heterogeneous scattering, p.*, and the correction
term, C_,.

scattering reflectance p,,* is practically symmetrical
with respect to the nadir [Fig. 4(b)], and this symme-
try is not significantly altered when 0, is changed (up
to 60°; not shown). With such an angular distribu-
tion the p,,* values are higher than those for the pure
aerosol term (p,*) in almost all azimuthal directions,
except around the anti-Sun direction (Ad near w).
The behavior of C,, [Fig. 4(b)], either positive or neg-
ative, is rather complex, although it is numerically
understandable from Eq. (6).

2. Evolution of the Three Partial Reflectances for
Increasing Aerosol Optical Thickness

When the aerosol load is progressively increased, the
directly related term p,* [Fig. 5(a)] increases almost
linearly with t,, with different slopes according to the
wavelength and also to the geometry (8, and 6,; not
shown). The slopes of the p,* (,) curves are always
less than that of the unique p, (1,) curve, and the
differences (p,* — p,) are accordingly always nega-
tive. As expected from Fig. 3, the lower p,* slopes
occur at the shortest wavelength [445 nm in Fig.
5(a)]. The molecular reflectance p.* [Fig. 5(b)] de-
creases abruptly from its initial value p, as soon as
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(¢) Reflectance that is due to heterogeneous scattering, p,,*.
7,(550) = 0.05, 0.1, 0.3, 0.5.

aerosols are present and then more slowly when 7, >
0.1. The strong depression that affects the initial
part of the p,* curve is related to the steep rise of the
heterogeneous scattering, p,,* [Fig. 5(c)]. The intro-
duction of a small amount of aerosol is more efficient
in creating p,,* than are further additions (i.e., when
1, > 0.1). For the geometry selected in Fig. 5 and A
= 445 nm, p_* is always greater than p,*. The ad-
dition of the three partial reflectances leads to pyam
[Fig. 5(d)], which varies with 7, in a nearly linear way
because of compensating effects, and has slopes that
are only slightly different (for A = 445 nm the slope is
~0.09 and for A = 865 nm it is ~0.08). This simple
result offers the possibility of developing an atmo-
spheric correction scheme, as examined below.

The above results for a particular aerosol and a
given illumination-viewing geometry remain essen-
tially valid for other configurations. Because of the
weak anisotropy of the Rayleigh scattering phase
function, p,*(A, 7,) and to a lesser extent p*(\, 7,)
change weakly when 6, and 0, are changed. With a
much more asymmetrical pattern the phase function
of aerosols induces significant variations in the p *(A,
7,) values according to the geometrical configuration.

(b) Reflectances that are due only to multiple Rayleigh scattering, p,*.
(d) Path reflectance, ppq¢,.

Filled diamonds, simulations carried out for

These rather complex, albeit understandable, varia-
tions (particularly those in C,,) cannot be discussed
in full detail.

3. Relative Proportions of the Three Partial
Reflectances in the Global Upward Flux

In a first attempt to embrace the global phenomenon
and to condense the results we integrated the upward
reflectance field over all azimuth angles and over
zenith angles from 0 to only 70°. This limitation was
adopted because the Earth’s sphericity is not repre-
sented in the modeling. The corresponding solid an-
gle is 4.4 sr, and these integrated reflectances are
denoted by overbars:

p= f ) J. ® 50, Ab)cos(@,)sin(®8)d0,dp. (D

0 0

The flux within this solid angle actually represents at
least 70% of the total flux integrated over 2w sr (in the
unrealistic plane-parallel system). The spatially in-
tegrated values of the three partial reflectances
[right-hand side of Eq. (5)] are then transformed into
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0, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 2.0 when 1, = 0.05; and 7, = 0, 0.02, 0.05, 0.1, 0.2, 0.3, 0.35 when 7, is 0.05. The corresponding

variations of pyeu, B¥» Pa*) Pra* are displayed in (b) and (d).

relative contribution to p,,;,, hereafter denoted (p.*),
and are computed as (5x*§a= Px¥/Ppatn, Wherex isr, a,
orra. These changes were examined as a function of
the mixing ratio m,, which is defined as

na = Ta/(Ta + T")’ (sa)

and the opposite term, for molecular scattering, de-
noted m,., is

n=1-mn,. (8b)

In such a compound atmosphere the radiative re-
gime is not unequivocally determined by the value of
M, Simultaneous changes in 7, and 7, can lead to
the same 7, value, while the radiative field is modi-
fied. In what follows, we vary the descriptor n, by
changing either 1, (with 7, constant) or 7, (with 1,
constant). The relative proportions of the partial re-
flectances are displayed for particular cases in Figs.
6(a) and 6(c); the reflectances themselves, in Figs.
6(b) and 6(d). A generalization of these results is
proposed in Fig. 7.

In Fig. 6(a), 1, is set equal to 0.05, whereas T, varies
from 0 to 2. In Fig. 6(c), 7, is kept constant (0.05)
and T, varies from 0.02 (corresponding to A ~ 850 nm
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when atmospheric pressure is 1013 hPa) to 0.35 (A ~
400 nm). In Figs. 6(a) and 6(c) the two relative con-
tributions {p,*) and (p,*) exhibit inverse variations
and behave roughly as quantities governed by a mix-
ing rule. A slight departure from this rule occurs,
however, and it originates from the presence of the
third term, (p,,*), which can reach ~15% of p .y,
The crossing point where {p,*) = {p,*) (~45%) occurs
at a m, value that seems roughly independent of the
way in which we varied m, (by changing either 7, or
7,). In contrast, this crossing point moves with the
value given to 0,. It is near n, = 0.66 when 8, = 60°
(not shown), instead of 0.78 for 6, = 0°. The relative
contribution of heterogeneous scattering, identified
as (p,,*), is necessarily zero at both ends of the 7,
scale and must exhibit a maximum somewhere inside
the m, (or the m,) range. The maximum {(p,,*) value
lies near n, = 0.8 when the heterogeneous scattering
is aerosol regulated as in Fig. 7(a) (v, constant), and
in this case {p,,*) may exceed (p,*) at the extreme end
of the m, range. In a symmetrical manner, {p,,*)
experiences a maximum at m, = 0.8 when it is mol-
ecule regulated [Fig. 7(c); 1, constant], and it exceeds
(p,*) in the domain of low n, values. The corrective
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term (C,,), expressed relative to p,,,., is also shown in
Figs. 6(a) and 6(c). It is small, except at both ends of
the m, range, is often negative, and may be zero; in
this case the global flux for the compound atmosphere
is simply the sum of the global fluxes for the two
single-component atmospheres (p,au, = B, + P,)-

As we have already said, the single parameter n, is
insufficient for use in exploring the whole domain of
possible variations in the radiative regime, even if 0,
and the aerosol type are fixed. Curves such as those
in Fig. 6, representing the (5,%), (5,*), and (ps*)
terms, actually are not unique and depend on the
selected T,—7, or 7,-m, couples. In Fig. 7, as an at-
tempt to generalize the results of Fig. 6, we scale the
problem by introducing v,. In the 7,—, space the
loci that correspond to constant 1, are hyperbolas
such as those drawn to delimit the domain considered
(0.02 < 7, < 0.35).. The three curves shown in Fig.
6(a) actually explore the 7,—m, domain along the hy-
perbola that corresponds to 7, = 0.05. Similarly, the

three curves shown in Fig. 6(c) deal with situations
found along a transect of the t,—m, domain repre-
sented by the vertical dotted line in Fig. 7, with 7, =
0.05. The relative proportions of pure aerosol and
pure molecule scattering [Figs. 7(a) and 7(b)] in form-
Ing ppat, are controlled mainly by the mixing ratio,
depicted by n,. As an example, equal contributions
(~40% each) are found when v, ~ 0.8, whatever 7, is
(at least when 1, > 0.1). Whatever the aerosol load,
the Rayleigh contribution (p,*) exceeds 50% of p.,, as
long as 1, is <0.7 (approximately as longas 1, < 21,).
The aerosol contribution, (5,*), exceeds 40% above
the same threshold in m, (v, > 2 7,). The roughly
horizontal arrangement of the isolines of (p,*) and
(p.*), and their inverse evolutions (i.e., increasing for
(p,*) and decreasing for (p,.*) with increasing n,) re-
flect the mixing rule mentioned above. The approx-
imately horizontal ordering is disturbed in the
domain of small 7, values (more precisely, when the
(pra™) isolines undergo a drastic change in their ori-
entation). In fact, (p,,*) is determined by 7, as long
as 1, > 2 71, and otherwise by 7,. The maximum
relative contribution of heterogeneous scattering (as
much as 20-30%) lies in the middle of the n, range,
that is, when 1, and 7, are roughly similar and are
both of sufficient magnitude (~0.2, with (p,,*) greater
than 20%). It has been also found that the relative .
change in the aerosol reflectance (i.e., [p,* — p,1/p,) is
determined mostly by the Rayleigh optical thickness
T,, Whatever 7, is.

4. Spectral Aspects

The Rayleigh exponent for air molecules (—4.09) and
any angstrom exponent for aerosols describe the
spectral variations of the respective scattering coef-
ficients. These exponents apply directly to reflec-
tances only if these reflectances result from single
scattering [namely, when the optical thickness is low
enough that Eq. (2) is valid] and if the shape of the
phase function is not wavelength dependent. If
multiple scattering events occur, p(6,, 8,, Ad) is no
longer a simple reproduction of a portion of the phase
function [as implied by Eq. (2)]; thence the above
exponents cannot be simply transferred to the spec-
tral variations in reflectances. The spectral depen-
dency of the path reflectance, or other partial
reflectances, can be operationally expressed through
an exponent defined as

_ Infp(A)/p(3)]
/)

where p is any of the reflectances already discussed.
The asterisks and subscripts used with p are trans-
ferred to the values of n with the same meaning.
For what follows, we have used reflectances inte-
grated over the solid angle previously used (i.e., 4.4
sr) to calculate the values of n for \; = 445 and \; =
865 nm.

In a conservative atmosphere (no absorption),
multiple-scattering events result only in rearranging
the radiance field that originates from singly scat-

@
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Fig. 8. Exponents that depict the variations of the various partial
reflectances from & = 445 to A = 865 nm plotted as a function of 8,
and for two aerosol types [see text and Eq. (9] and 7, (550) = (1.3
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tered radiation. Predominantly backscattered radi-
ation is involved in the present problem. Radiances
reflected at the interface, however, act as an addi-
tional source, located at the bottom of the atmo-
sphere, and thus forward scattering is also involved.
The exponent defined above will depend on the
change in the global optical thickness (r, + 7,) be-
tween the two wavelengths in question as well as on
the respective weights of the phase functions with
their specific asymmetry, which govern the radiance
distribution,

The operational exponents were computed for
single-component atmospheres (molecules, maritime
aerosol, or rural aerosol} and then for the two corre-
sponding compound atmospheres. The results for
as a function of the Sun’s zenith angle are shown in
Figs. 8(a) and 8(b). Their interpretation rests on the
relative contributions to the total signal of the various
types of scattering (single~-multiple, homogeneous—
heterogeneous) shown in Fig. 9 and generated as de-
scribed in Appendix A. The behavior of the exponents
can be summarized as follows:
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Fig. 9. Relative importances (in percent) in the total signal (in-
tegrated over all azimuths and over 0°-70° for 8,) of various scat-
tering events, grouped as a function of their order and type of
scattering.  Coraputations are carried out for a 50-Jayer atmo-
sphere and an aerosol of the maritime type with a relative humid-
ity of 70%. The Sun’s zenith angle is 40°,  Top, A = 445; hottom,
A = 860 nm. Hesults are shown for the single-component atmo-
spheres and the corresponding compound atmospheres, with «, -
0.33 and 1t = 0.25 at 445 and 865 nm, respectively, corresponding
to 7,550} = 0.30.  Columns and rows are numbered according to
the number of scattering events: 0, 1, 2, 3, and 4 or more scat-
tering events, of either molecular or aerosol type. The parallel-
epipeds are proportional in height to the percentages of the
scattering order and type in question. They are replaced by gray
shades for the compound atmosphere,

(1) In the aerosol-free atmosphere [shown in Figs.
8{a) and 8(b)] the corresponding exponent n, is close
to that for Rayleigh scattering (—4.09). The depar-
ture from this value, which varies according to the
Sun’s position, results from the (weak) anisotropy of
the Rayleigh phase function. The shape of the phase
function is left practically unaltered in the quasi-
single-scattering regime, which prevails at 865 nm,
whereas it is smoothed by the effect of multiple scat-
tering at 445 nm. Indeed (Fig. 9), the proportion of
multiply scattered photons in the total signal in-



creases from less than 5% at 865 nm to 29% at 445
nm,
(2) The angstrom exponent for the maritime aero-
sol is —0.4, well reproduced by n, [Fig. 8(a)]. The
radiative regime is almost the same at the two wave-
lengths, to the extent that the contribution of multi-
ple scattering remains similar, 43% and 50% at 865
and 445 nm, respectively (Fig. 9); the 6, dependence
is weak in this rather diffuse regime.

(3) The angstrom exponent for the rural aerosol is
—1.2, whereas n, is ~—1.0. With multiple-
scattering events forming 30% (at 865 nm) or 50% (at
445 nm) of the global flux (not shown), the radiative
regime is not the same at the two wavelengths and
leads to a departure from the angstrom exponent
value.

(4) For compound atmospheres [Figs. 8(a) and 8(b)]
the situation is much more complex. The opera-
tional exponent related to the aerosol contribution,
n,*, strongly departs from the preceding value, n,
(and thus from the angstrom exponent). Similarly,
n* differs from n, (and from —4.09) in response to
changes in the radiative regime. The exponent n,*
for the heterogeneous scattering contribution ap-
pears to be totally disconnected from the angstrom
exponent and akin to the Rayleigh exponent, in spite
of wide variations (—3.6 to —~4.6). The spectral vari-
ations of p,.* are due not only to the specific spectral
dependency of both scatterers but also to the varia-
tion of their proportions along the spectrum (as 7,
and m, are not constant). Illumination conditions
are also involved through the shape of the phase
functions, so n,,* and n_* are 6, dependent. There-
fore these exponents are apparent in the sense that
they depend on the variable combinations of 7, and 7,
and are not easily predictable for practical applica-
tions.

5. Influence of Aerosol Absorption

All the results presented above were obtained for
nonabsorbing aerosols, whereas moderately or even
strongly absorbing aerosols can be carried in the at-
mosphere. The effect of absorption on the three par-
tial reflectances p.*, p,*, and p,,*, as well as on their
integrated values (i.e., the p,* terms), has thus been
examined through some additional simulations. In
principle, making the aerosol absorbing (i.e., w, < 1)
implies concomitant changes in its phase function.
Nonetheless, and for the sake of comparing the re-
sults of the present simulations with the previous
ones for w, = 1, the phase function (that of the mar-
itime model with a relative humidity of 70%) was
kept unchanged and used with ©, = 0.8 or 0.6 instead
of 1. The aerosol vertical distribution was also as in
Fig. 1(a). The partial reflectances p,*, p,*, and p,*,
and their sum p_,,,, are displayed in Fig. 10 as a
function of 7, and for o, =1,0.8,0.6. In this figure,
7, is given the constant value 0.2 (corresponding to A
~ 460 nm) instead of being set for fixed wavelengths,
as was done in Fig. 5. As expected, all reflectances
decrease as w, decreases, and all the partial reflec-
tances apparently tend toward asymptotic values,

even if the 1, domain considered is not wide enough
always to reach a plateau. The levels of these pla-
teaus are diminished by increasing absorption. The
slopes of the p,,(7,) curves are lessened by absorp-
tion. Adding more and more absorbing particles
does not increase the path reflectance as rapidly as do
nonabsorbing aerosols and can even lead to a de-
crease in the path reflectance below its value for a
purely molecular atmosphere, ie., p,, becomes
lower than p,. This feature is observed, for instance,
when 7, = 0.1 and for w, = 0.6 [Fig. 10(d)].

The above results, however, seem contradictory to
previous findings. Indeed, Gordonl” found that
there is “an increase in the significance of the
Rayleigh-aerosol interaction” as w, decreases. In
fact, both conclusions are compatible when it is ac-
knowledged that the true heterogeneous scattering,
Pra’> is considered here, whereas in Gordon’s study
the Rayleigh—aerosol interaction is depicted by the
corrective term C_,. That corrective term increases
strongly (in absolute value) as w, decreases because
the differences in Eq. (6) result in negative values
whose sum is greater than p,,*. The apparent con-
tradiction between the two studies emphasizes the
ambiguous meaning of the corrective term C,,, which
is usually and erroneously referred to as the coupling
between aerosol and molecular scattering.

As regards the integrated reflectances and their
respective contributions to p., (i-e., p,* and (p.*),
respectively), had the results of the present simula-
tions been used to redraw Figs. 6 and 7, the patterns
in those figures (for instance, the arrangement of
isolines in Fig. 7) would have been nearly identical to
those already displayed for w, = 1. The changes in
the values of (p,*), however, cannot be discussed be-
cause the p,,y, value varies when o, changes. On
the contrary, the mean relative changes in p,*, p,*,
and p,.* can be computed; for a range of 25 7,1,
couples (corresponding to 7, = 0.05, 0.1, 0.3, 0.5, 0.7
and r, = 0, 0.05, 0.1, 0.2, 0.35) the mean changes are
approximately —5, —18, and —20%, respectively,
when o, = 0.8 instead of w, = 1, and approximately
—11, —35, and —40%, respectively, when w, = 0.6.

4. Application to Atmospheric Correction of Ocean
Color Observations from Space

The process that consists of retrieving the ocean re-
flectance (the marine signal) from the TOA total sig-
nal recorded by a satelliteborne sensor is generally
termed atmospheric correction. To achieve this cor-
rection one must estimate the path reflectance with
high accuracy to preserve acceptable accuracy in the
estimate of the marine signal, as the former repre-
sents at least 80%, and often more, of the total signal.
For the new generation of ocean color sensors
(POLDER,# OCTS,'® SeaWiF§,2¢ MERIS??) the gen-
eral scheme for the atmospheric correction over Case
1 waters?? consists of identifying the nature, and
quantifying the contribution, of the local aerosol by
use of the signals recorded at two wavelengths in the
near infrared (where oceanic Case 1 waters are
black). This information is used to predict pp,,, in
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that of the marititne model for a relative homidity of 70%.

the visible part of the spectrum; p,,,, is then sub-
tracted from the total reflectance at the TOA level,
and the marine contribution is assesse
present scheme follows this mandatory pathway.
As shown above, the wﬁmmmm that is due to het-
erogeneous scattering, p,.,”", s an important contribu-
tion to p,.m, even for reduced aerosol loads (Figs. 5
and 6) and sometimes PKLt*t‘d‘m the homogeneous scat-
tering by aerosols only, p,*. These reflectances,
however, are not derivable in an independent way, as
the aerosol type and concentration are unknown
when the gﬂ;m{}%phm‘:ic correction process is started.
To the extent that p,* also differs from p, as a result
of the presence of aerosols, this term is also unpre-
dictable. In fact, the quantities available are the
measured reflectance p,, ath and the computed reflec-
tance p, for molecules in absence of aerosols. In
}()!‘df}lk Wang technique® one uses these gquantities
by forming the difference ( (Ppath ~ P J, which is related
t0 p.., the reflectance that is due to aerosols in the
%ér}gi@»bmtmrmg approzimation [Fgs, (8) and (6)]:

Pa * 4 pm* + i@rm 1 - i {E)m {]0%3.}

Ppath ™ Pr

In this scheme p,,, which hag no physical reality, ig

used as a descriptor of the aerosol and as an index to
identify its loading and type.

Taking advantage of the results shown in Fig. 5, we
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can use the same quantities by forming the ratio
Ppacn/ Pr» With a view to reducing the effect of changes
in barometric pressure, so that

pp&m/{)r = (pcz,ﬂq + fﬂ}m* + Qrﬁ'k)i[{’r f .(:Tza)“ ( hf)b)
This ratio represents the relative increase in reflec-
tance when aerosols are prngressiwﬁy added to mol-
ecules, and it can be related to 7,. The monotonic
relationship f(7,) again depends on am'ﬂwi type and
loading and on gwmetry‘ Equations (10) have to be
written for each wavelength, each geometrical con-
figuration, and each aerosol type.

Examples of the variations in p,,../p, as a function
of 7,(n) are displayed in Fig. 11 for the two wave-
lengths 865 and 775 nm. This figure also serves to
describe the proposed scheme. With any measured
value of [p,,.,/p,] at 865 nm it is possible to associate
a set of values of 7,(865); each one corresponds to a
given agrosol model (steps 1 and 2 in Fig. 11), because
mulhp e-scattering effects are different for different
aerosols. A corresponding set of +,(775) values is
obtained simply by use of the ratio of the aerosol
extinetion coefficients at the two wavelengths, (step
3), according to

1,(T75) = 7,(865)[c(775)/c(365)]. (11)
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A fixed value of the ratio [py,./p,] at 775 nm [step 4,
i.e., the converse of step 2 corresponds to each 7,(775)
value]. A set of plausible estimates for this ratio is
produced and contains values that generally differ
according to the aerosol type (step 5). The final step
(6) consists in comparing these plausible values with
the actual ratio [py,u/p,] at 775 nm with a view to
selecting the two aerosol models that enclose the ac-
tual [pyaen/p,] value. From these two bracketing val-
ues of [ppaen/p,], and from the actual one, a mixing
ratio is computed as in the Gordon-Wang method.
By assuming that this ratio is wavelength indepen-
dent one can then transfer the estimate of [p,./p,]
toward the visible spectrum, provided that the rela-
tionships with 7, were previously established for all
wavelengths. The path reflectance and hence the
marine signal are then straightforwardly obtained in
the visible.

5. Conclusion

A new and exact decomposition of the atmospheric
path reflectance has been proposed, and the behavior
of its three constitutive terms has been studied in
response to changes in optical thicknesses (v, and ,).
Between reflectances computed for single-component
atmospheres and those computed for realistic com-
pound atmospheres, notable differences exist that
have been quantified. These changes are attribut-
able to rearrangements of the radiative field, which
occur when both molecules and aerosols scatter si-
multaneously (with extremely different phase func-
tions) within all atmospheric layers. The coupling
between scattering by aerosols and by molecules
(pya*) always contributes significantly to the path re-
flectance. Even for aerosol optical thickness as low
as 1, ~ 0.05, p,,* represents ~7% of p,., in the near
infrared and more than 10% in the visible (Fig. 7);
this contribution becomes 10% (near infrared) and
25% (visible) when 1, ~ 0.2. The approximate char-
acter of splitting the aerosol and molecular contribu-
tions has been emphasized, even for small 1, and r,.
The use of such an approximation for future atmo-

text.

spheric correction algorithms is questionable if fall
benefit is to be derived from the imprpved radiometric
accuracy of the new-generation ocean color sensors.

The atmospheric correction scheme proposed here
makes use of the ratio [p,,,/p,]. This ratio has a
clear physical meaning, as it represents the relative
increase in p,,;, when a given amount of aerosols is
introduced within a molecular atmopsphere. Based
on the previous analysis, it is shown that this ratio
can be simply related to the aerosol optical thickness,
so its value is easily transferred from a wavelength to
another one, in particular between the two wave-
lengths in the near infrared that are used to identify
the aerosol type and loading.

The main differences between this scheme and oth-
ers, in particular that of Gordon and Wang,5 are as
follows. Here there is no need to rely on, and thus to
produce, the single-scattering reflectance p,, [Eq. (2)]
with a view to identifying the aerosol type. The
transfer from one wavelength to another one is di-
rectly effected by means of the changes in aerosol
optical thickness, 1,(\), which depends on the ang-
strom exponent only and not on the geometrical con-
figuration [in contrast with the e(\;, \;) coefficients in
the Gordon—Wang method, which vary with geome-
try]. Relationships such as those shown in Fig. 11,
however, have to be precomputed for all possible geo-
metrical configurations, aerosol types, and wave-
lengths. As a result, the sizes of the lookup tables
are similar for the present algorithm and for that of
Gordon and Wang.¢ Both methods have the advan-
tage of providing (as a by-product of the atmospheric
correction) an estimate of the aerosol content
(through 7, and provided that the aerosol type has
been properly identified). Deriving a climatology of
the aerosol distribution above the ocean is an impor-
tant application of the ocean color sensors.

Appendix A

The Monte Carlo code used in the present study has
been already described®'® and validated against
other radiative transfer codes.!® The geometry is
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that of a plane-parallel atmosphere; as a conse-
quence, the results for slant directions (8, 8, > 70°)
cannot be reliably discussed because the sphericity of
the Earth is not accounted for.23 The photons are
collected at different levels (and up to the TOA level)
within 480 equal solid angles by division of the 0=
azimuth interval into 24 equal angles and of the
0-m/2 zenith angle interval into 20 angular inter-
vals, equally spaced with respect to sin(8,). There is
no counter directly aimed at nadir. In the simula-
tions, the bottom of the atmosphere is bounded by a
perfectly absorbing ocean, which is simply repre-
sented by a Fresnel-reflecting flat interface (no wind).
Atmosphere and ocean are thus uncoupled, and mul-
tiple crossings of the air—sea interface by photons are
discarded, as this phenomenon is of second-order im-
portance. This uncoupling is totally justified for
Case 1 waters in the near-infrared bands and is an
acceptable approximation for the visible domain.
The polarization is not accounted for. The apparent
diameter of the Sun disk is set to 0.5°. For Rayleigh
scattering, the anisotropy of the molecules is ignored
and the depolarization factor is 0. The spectral de-
pendency is expressed as A\~ *%. The scattering co-
efficient is set, for each atmospheric 1-km layer, to
the value corresponding to its average altitude.l4
The resulting total optical thickness is that of a stan-
dard - atmosphere with a barometric pressure of
1013.25 hPa.

The aerosol phase functions have been calculated
from Mie theory, and the cumulative distribution
functions were numerically derived from these phase
functions. The humidity-dependent refractive indi-
ces and the log-normal particle size distributions are
those of the oceanic and tropospheric aerosol compo-
nents described by Shettle and Fenn.l'® Two basic
models are constructed, namely, the maritime (99%
of tropospheric particles, 1% of oceanic) and the rural
(100% of tropospheric particles) models; their optical
properties are modified when the relative humidity is
changed (see also Ref. 6). These aerosols are consid-
ered nonabsorbing (w, = 1); their actual single-
scattering albedos are greater than 0.98 (maritime
model) or 0.96 (rural aerosol; except in the near in-
frared, where w, ~ 0.94). The wavelengths consid-
ered are those generally selected for ocean color
remote sensing. No attempt is made to account for
the width and the shape of the actual spectral chan-
nels of a given sensor. In other words, the optical
characteristics are those of the nominal wavelengths
as indicated.

The directional counters are split into subcounters
where the photons are sorted and accumulated as a
function of the number and type of collisions that
they have experienced before escaping the medium.
Two examples of such photon sorting are provided in
Fig. 9 for A = 445 and A = 865 nm. The two single-
component atmospheres {(molecules only or aerosols
only) are represented with the relative proportions of
photons escaping the atmosphere after one through
more than four scattering events. The total number
of photons constitutes the term p, or p,.. The asso-
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ciated compound atmosphere, with the same amount
of molecules and particles, is represented by the
chessboards in Fig. 9, which show percentages of col-
lisions of various kinds. In these chessboards the
reflectance p,* corresponds to all the terms that ap-
pear in the first column (no scattering by molecules),
and p,* corresponds to the first row (no aerosol scat-
tering). The reflectance p,,* corresponds to the 16
other boxes containing photons that have interacted
several times with molecules and aerosols. Boxes
1-1, generally dominant in magnitude in heteroge-
neous scattering, correspond to two successive scat-
tering events, once on aerosol, once on molecule (or
the reverse).

This study was essentially supported by the Euro-
pean Space Agency (contract 11878/96/NL/GS from
the European Space Research and Technology Cen-
ter, which is duly acknowledged).
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Abstract. A multiple scattering algorithm for atmospheric correction of satellite
ocean colour observations is described. This algorithm, precisely designed for the
MERIS instrument, globally assesses the combined contributions of aerosols and
molecules to the multiple scattering regime. The approach was introduced in a
previous work, where it was shown that, for a given aerosol, muitiple scattering
effects can be assessed through the relationship between the aerosol optical
thickness and the relative increase in the path radiance that results from the
progressive introduction of this aerosol within an aerosol-free atmosphere. Based
on considerations about the accuracy to which the water-leaving radiances should
be retrieved, the need to account for multiple scattering is argued. The principle
of the algorithm is then presented, and tests and sensitivity studies (especially as
regards aerosol type and vertical distribution) are performed to assess its perform-
ance in terms of errors on the retrieved water-leaving reflectances and pigment
concentrations. The algorithm is able to perform the correction for atmospheres
carrying several aerosol types, including absorbing ones, through their identifica-
tion in the near-infrared, and through the detection of their absorption by means
of appropriate assumptions on the marine signals at 510 and 705 nm.

1. Introduction

The goal of the atmospheric correction applied to space-acquired ocean colour
observations is to retrieve the water-leaving radiance at the sea level from the total
radiance recorded at the top of the atmosphere (TOA). The water-leaving radiances
transmitted through the atmosphere form at the TOA level what are called the
‘marine radiances’. These radiances are thus made of photons that have crossed the
atmosphere down to the ocean, then have twice crossed the air—sea interface before
reaching the sensor after a second atmospheric travel. The spectrum of the water-
leaving radiances carries information about the bio-optical state of the oceanic upper
layers, which is of great importance for bio-geochemical studies of the ocean (e.g.
Yoder et al. 1988, Lewis 1992). In addition, possible by-products of atmospheric
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correction are the type and optical thickness of aerosols, which provide information
of considerable interest for studies of the Earth radiation budget and climate (e.g.
Charlson et al. 1992), as well as for ocean bio-geochemistry (e.g. Donaghay et al.
1991).

In the near-infrared (NIR) part of the spectrum (700 nm < 1 <900 nm), oceanic
Case 1 waters (Morel and Prieur 1977) are totally absorbing (‘black ocean’), so that
the TOA signal is reduced to the ‘atmospheric path radiance’. This radiance is made
of photons scattered by air molecules and aerosols, also possibly reflected at the sea
surface, but having never entered the ocean. In contrast, the radiance backscattered
by the ocean-atmosphere system in the visible part of the spectrum is formed by
the atmospheric path radiance plus the water-leaving radiance, even if the former
largely dominates. Indeed, in the most favourable conditions of observation (clear
atmosphere, small Sun zenith angle and favourable viewing angle), the water-leaving
radiance in the visible domain represents at most about 10% of the total radiance.
Extraction of such a small signal requires that the combined effects of molecules and
aerosols in forming the path radiance be accurately quantified.

In the development of atmospheric correction algorithms, it is often assumed
that the radiances due to Rayleigh and aerosol scattering are separable. They are
then accordingly separately calculable for single component atmospheres and
summed up to simulate the path radiance. Such an addition is strictly valid if only
single scattering occurs, and is an approximation for a multiple scattering regime.
Under this assumption of separable radiances, the determination of the Rayleigh
part of the path is easily handled because only the illumination and observation
angles have to be known, even if knowledge of atmospheric pressure and wind speed
at the sea surface is also needed for accurate calculations (André and Morel 1989,
Gordon and Wang 1992a, b). Over Case 1 waters, and still under the assumption of
separability of radiances, the difference between the total and the Rayleigh radiances
in the NIR represents the radiance due to aerosol scattering. If the latter is estimated
at two wavelengths, the retrieval of the aerosol type and of the aerosol optical
thickness, is, in principle, possible at these wavelengths. Next, the aerosol optical
properties have to be extrapolated from the NIR toward the visible domain.
Hypotheses are mandatory at this stage because the aerosol optical properties are
not known when processing an ocean colour scene.

Until recently the only practical experience of atmospheric correction of ocean
colour data was acquired with the Coastal Zone Color Scanner (CZCS), which
functioned aboard the Nimbus 7 satellite from 1978 to 1986 (Gordon et al. 1980,
Hovis et al. 1980). The algorithms developed for atmospheric correction of CZCS
observations (e.g. Gordon 1978, Viollier et al. 1980, Bricaud and Morel 1987, André
and Morel 1991) faced two main problems, originating from the limited radiometric
sensitivity of the instrument and the absence of channels measuring backscattered
radiation in the NIR part of the spectrum. As a consequence of the first limitation,
it was useless to account for certain processes that had no detectable impact on the
signal. Meanwhile, the absence of NIR channels made the estimate of the aerosol
contribution a difficult task.

The European Medium Resolution Imaging Spectrometer (MERIS) (Rast
and Bézy 1995) and other new-generation ocean colour sensors (e.2. POLDER
(Deschamps et al. 1994); OCTS (Saitoh 1995); SeaWiFS (Hooker et al. 1992);
MODIS (Salomonson et al. 1989)) lift the two limitations evoked above due to their
improved radiometric characteristics and adequate channels in the NIR (three for
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MERIS for atmospheric correction). One drawback in the improvement in radiomet-
ric performance is that the impact of some processes (below the digitization level for
the CZCS and thus neglected) must be accounted for. Moreover, some working
hypotheses used in the past now appear oversimplistic and have to be abandoned.
In fact most of them have been progressively abandoned in the development of
atmospheric correction algorithms for the new-generation sensors (e.g. Gordon and
Wang (1994a), Wang and Gordon (1994) and Gordon (1997) for the SeaWiF$S and
MODIS instruments and Fukushima and Toratani (1997) for OCTS). These algo-
rithms account for multiple scattering but still rely on the assumption of an opera-
tional separability of radiances. Therefore, in a first step, the Rayleigh radiance is
calculated and subtracted from the total radiance in the NIR; the remaining signal
then supposedly pertains to aerosol scattering.

In this work the assumption of separable aerosol and Rayleigh radiances is
abandoned, and the combined contributions of aerosols and molecules to the multiple
scattering regime are globally assessed. This approach was suggested previously in
a study of the relative importance of various types (aerosol or molecule) and orders
of scattering in forming the atmospheric path radiance (Antoine and Morel 1998).
It was shown that, for a given aerosol, multiple scattering effects can be assessed
through the relationship between the aerosol optical thickness and the relative
increase in the path radiance that results from the progressive introduction of the
aerosol into an aerosol-free atmosphere. An atmospheric correction algorithm is
proposed here along these lines. It was designed for the MERIS instrument, yet is
applicable to any other instrument with similar radiometric characteristics. The
algorithm accounts for all multiple scattering effects. Its implementation allows
observations in the visible to be corrected for atmospheres containing several kinds
of aerosols, including absorbing ones, from their identification in the NIR. The
algorithm implementation rests on the assumption of no oceanic signal in the NIR
and therefore is only valid for Case 1 waters.

The accuracy to which the water-leaving radiances should be retrieved is first
examined and the need to account for multiple scattering is discussed. The principle
of the proposed multiple scattering algorithm is then presented. Tests and sensitivity
studies were carried out to assess its performance in terms of errors on the retrieved
water-leaving radiances and pigment concentrations. Possible improvements, as well
as the limitations, of the present approach are also discussed.

2. The algorithm
2.1. Accuracy required for the atmospheric correction

Radiometric characteristics and the calibration of MERIS are defined in terms
of reflectances; radiances at the TOA level are accordingly converted into reflectances
(see table 1 for symbols and definitions) in the equation

p(}':gs 79v ’A¢) =T L(A"Bs ’Ov ’A¢)/FO('1) Hs ( 1 )

Water-leaving reflectances, p,,, are obtained after the measured total reflectances
have been corrected for atmospheric effects. These water-leaving reflectances are
related to the bio-optical state of the water body through the ratio of the backscatter-
ing coefficient to the absorption coefficient (by,/a) (see Morel and Gentili 1991, 1993,
1996)

(2)

pw(,{,gs,o’,A¢)=n to, (A) m(a;) f(laes) (bb(}“)>

0(4,6,,0"A¢) \ a(4)
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Table 1. Glossary of symbols.
Symbol Definition Dimension/units
Geometry, wavelengths
A Wavelength nm
0, Sun zenith angle (u, =cosf,) degrees
0, Satellite viewing angle (i, =cos8,) degrees
A¢ Azimuth difference between the Sun-pixel and degrees
pixel-sensor half vertical planes
Atmosphere and aerosol properties
Fo(A) Mean extraterrestrial spectral irradiance Wm 2nm™!
& Correction factor applied to Fy(4), and dimensionless
accounting for the changes in the Earth-Sun distance.
It is computed from the eccentricity of the Earth
orbit, e=0.0167, and from the day number D, as
2n(D—3)\\?
& (1+ecos( 365 ))
F,(4) Aerosol forward scattering probability dimensionless
F.(A) Rayleigh forward scattering probability (= %) dimensionless
T.(4) Optical thickness due to aerosol scattering dimensionless
T,(4) Optical thickness due to Rayleigh scattering dimensionless
" Contribution of molecules to the total optical dimensionless
thickness (=1./(z, +1,))
Tag(4) Optical thickness due to gaseous absorption dimensionless
w,(4) Aerosol single scattering albedo dimensionless
. (4) Rayleigh single scattering albedo dimensionless
P.(4,y) Rayleigh phase function S
p:(y£)=P.(4, y1)+[pe(6,) + pr(0,)1 P4, y 1)
where y+ is the scattering angle
cos(y+)= tcosf, cosf,—sin 0, sinb, cosA¢
P.(4, ) Aerosol phase function sr!
v Exponent of the Junge law for the distribution of dimensionless
aerosol particles (sensitivity studies)
c(A) Attenuation coefficient for wavelength 4 m~!
te,(4, 6;) Irradiance transmittance for a Sun zenith angle 6, dimensionless
te,(4,0,)= E4(0" )/(us 6. F,), where E4(0") is the
downwelling irradiance just above the sea surface
ty(4, 6) Diffuse transmittance for angle 6 dimensionless
td('l’ 6) = LTOA(Aags aev ’A¢)/L0+(l,es ’0v9A¢)
L(A,0,,0,,A¢) Radiance Wm 2nm~!sr!
P Atmospheric pressure at sea level hPa
RH Relative humidity per cent
p(1,6,,0,,A¢) Reflectance (nL/F, u,) dimensionless

where the product nL is the TOA upwelling irradiance
if upwelling radiances are equal to L(4,0,,0,,A¢), for

any values of 6, within 0-n/2 and any
A¢ within 0-2=
Subscripts t, total reflectance
w, water-leaving reflectance
path, path reflectance
1, Rayleigh reflectance
rs, Rayleigh reflectance
(single scattering only)
a, aerosol reflectance
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Table 1. (Continued).
Symbol Definition Dimension/units
~ as, aerosol reflectance
(single scattering only) .
ra, heterogeneous aerosol-molecule
scattering
G, Sun glint reflectance
p*(4,0,,0,,A¢) Reflectance within a compound atmosphere, dimensionless
containing molecules and aerosols
(subscripts as for p)
e(A1,42) Ratio p, (41)/p.(A2) v dimensionless
e(A1,4,) Ratio [ ppan(d1)—pe(41)]/[ Ppatn(42) — pr(42)] dimensionless
fz,) Relationship between the ratio [ py.m/p.] and 1, dimensionless
Water properties
Chl Chlorophyll concentration mgm 3
a(d) Total absorption coefficient m~!
by(4) Total backscattering coefficient m~1!
Ay, Ratio of (b,/a) at A, nm to (b,/a) at A,nm dimensionless
R(4,07) Diffuse reflectance at null depth, or irradiance ratio  dimensionless
(Eu/E4) (upward and downward irradiances
respectively)
f Ratio of R(07) to (by/a); subscript 0 when 6, =0 dimensionless
Q(4,0,,0,,A¢) Factor describing the bidirectional character of sr
R(4, 07), subscript 0 when 6,=0,=0
[pwIn(A) Normalized water-leaving reflectance
: (ie. the reflectance if there were no
atmosphere, and for 6, =6, =0) dimensionless
Air—water interface
R(G") Geometrical factor, accounting for all refraction and  dimensionless
reflection effects at the air—sea interface (Morel
and Gentili 1996)
R(O)= [ ((11—;1’1)) a 5 r(0 ))] (subscript 0 when 8’ =0)
where
n is the refractive index of water dimensionless
pr(0) is the Fresnel reflection coefficient for dimensionless
incident angle 6
p is the mean reflection coefficient for the dimensionless
downwelling irradiance at the sea surface
7 is the average reflection for upwelling dimensionless
irradiance at the water—air interface
@’ is the refracted viewing angle degrees
(6’=sin"!(n sin 6,))
o Root mean square of wave facet slopes dimensionless
B Angle between the local normal and the normal to a
wave facet
p(6,, 0,, A¢)  Probability density of surface slopes for the direction  dimensionless
., 6, Ag)
Miscellaneous
w Wind speed ms™!
X Aerosol mixing ratio defined on the basis of the dimensionless

(Ppan/p:) ratio at 775nm
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The ratio (by/a) can be similarly related to the normalized water-leaving
reflectance [ p, ]y. This reflectance is defined (Gordon and Clark 1981) as the
reflectance when aiming at nadir (6, =0), for the Sun at zenith (6, =0), and without
atmosphere (o =1). With this definition, [ p, ]y is expressed as (seec Morel and
Gentili 1996)

3)

[pu () =7 2, fo(4) (bb(l)>

Qo(4) \ a(4)

where the subscripts 0 indicate that the corresponding quantities are for 6, =8, =0.
In equation (3) the product (z %, (fo/Qy)) is a constant (if the dependence of %,
upon wind speed is ignored), so that [ p,, ]y can be considered as an inherent optical
property of the medium.

The MERIS instrument has been designed to allow, in principle, the detection
of ten classes of chlorophyll concentration (Chl) within each of the three orders of
magnitude between 0.03, 0.3, 3 and 30mgChim ™3 (i.e. a total of 30 classes). These
classes are regularly distributed according to a constant logarithmic increment of
0.1. Shifting from one class to the next (previous) one corresponds to a change in
Chl by a factor 10¥%! (ie. +25% or —20%).

A first requirement for atmospheric correction is to allow 30 values of [ p,, ] to
be discriminated at any wavelength where the pigment concentration influences the
reflectance. The corresponding changes in [p, ]x, as computed through equation
(3), are displayed in figure 1(a) for several wavelengths, which are possibly used for
retrieving Chl. At 443nm, the changes in [p, ]y are about 2.5x 1073 when
Chl<0.1mgm 3, about 1x 107> when Chl ~1mgm3, and about 5x 10~ * for
higher concentrations. At 490 nm, the changes are steadily about 5-7 x 10~ 4, except
“ when Chl<0.1 they are of about 2 x 107 for these low concentrations. At 560 nm,
the changes in [p, ]y are of about 2 x 1074, whatever Chl. These values remain
about the same when the conditions on 6,, 6, and T, are relaxed, that is when py, is
examined for any geometry different from that corresponding to the definition of
[ pwIn- These values represent the desired capacity of discrimination of the atmo-
spheric correction at these wavelengths. The change in [p, ]y to be detected is
smaller at 560 nm than it is at 443 nm or at 490 nm, and this more stringent condition
was used to specify the noise equivalent reflectances for all wavelengths of the
MERIS instrument (NeAp<2x10~*). It should be noted that this capacity in
discriminating small reflectance changes does not prejudge the absolute accuracy of
the instrument, nor therefore the correct retrieval of the exact values of the reflectance.

It is now assumed that Chl is calculated through a certain function @ of the ratio
of (by/a) at two wavelengths (4, and 1,), denoted A4, ; , which is used as an index
of the bio-optical state.

b b
Chl= qb([;"ul)] / [;"(Az)]) =d(4;, ,,) (4)

The requirement for atmospheric correction is that it must be accurate enough
to allow 30 Chl values to be discriminated, given that the above NeAp requirement
is satisfied at each wavelength. In other words, 30 values of 4, ; must be discrimin-
ated between 0.03 and 30 mgChl m 3. The &(A) function is displayed in figure 1(b)
for several couples of wavelengths (for a given geometry the A ratio is related to
(LowIn(A1)/[ pwIn(42)) through the values of the (f,/Q,) ratio at the two wavelengths).
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The change in A 443,560 between adjacent classes of chlorophyll, denoted A4, varies
continuously from about 0.9 when Chlis 0.03mgm 3, to 0.1 when Chlis 0.3 mgm 3,
and to 0.03 when Chl is 30mgm 3. For the wavelength couple 490-560 nm, the
changes in 4449 560 are 0.2, 0.1 and 0.05 for the same values of Chl.

After atmospheric correction, the allowable errors in [p,]x(4;) and [p,In(4;)
are those that would lead to an error in their ratio 4;, ;, equal, at most, to AA.
These errors, denoted Ap(4,) and Ap(4,), are accordingly computed as

([owln(4)+Ap(4,)) _ [pwIn(41)
([owin(2)+Ap(4;)) [pwln(42)

For a given Chl class, solving equation (5) requires selection of the relevant A4
value, calculation of the reflectances [ p, In(4,) and [ py]n(4,) and an assumption
about the ratio of the errors Ap(4,) and Ap(4,) (in such a way that the number of
unknowns is reduced to one). In the following, 1, will be either 443 nm or 490 nm,
and 4, is 560 nm (i.e. wavelengths possibly used for retrieving Chl). Errors at 443 nm
and 490nm are expected to be greater than those at 560 nm, because the accuracy
of atmospheric correction may deteriorate when going away from the NIR (ie.
during extrapolation toward the visible) The ratios (Ap(443)/Ap(560)) and
(Ap(490)/Ap(560)) are thus fixed, somewhat arbitrarily, to 4, 2 or 1. It is not expected
that errors be of opposite signs at the two wavelengths after in-orbit calibration
adjustments; should that arise, error ratios of —4, —2, and —1 have also been
considered and tested.

The acceptable errors Ap(443) resulting from these computations are displayed
in figure 1(c) as a function of Chl. They were computed for each Chl class and for
the A4 values corresponding to an underestimation by one class of concentration.
They are negative at first, and then positive after the 44,43 50 ratio becomes lower
than the ratio Ap(443)/Ap(560). A symmetrical pattern (i.e. Ap at first positive and
then negative) would have been obtained for errors corresponding to an overestima-
tion by one class of concentration. The acceptable error Ap(443) increases (regardless
of the sign) as its ratio to Ap(560) increases. It also increases as the reflectances
become closer at 443 and 560nm (the error becomes undetermined when both
reflectances are equal). The accuracy requirement for atmospheric correction is
accordingly not too severe when ~0.3<Chl< ~3mgm™3;itis only +1x1073, or
even +2x 1073, if Ap(443) and Ap(560) have the same sign (i.e. about 10% of
[pwIn(443) when Chl= ~03mgm™3). On the contrary, the accuracy requirement
is increasingly demanding for low and high chlorophyll concentrations, and is
between about +1x 1072 and +5x 10™* depending on the ratio of errors at 443
and 560nm. When Ap(443) and Ap(560) are of opposite sign, they always must be
below +1x 1073, and often lower than +5x 10~ (see the two dashed curves in
figure 1(c)). Therefore, an additional constraint on atmospheric correction would be
identical signs for Ap(443) and Ap(560). Fulfilment of this condition depends upon
correct retrieval of the spectral dependence of aerosol scattering, as well as on correct
calibration of the instrument.

When the wavelength couple 490-560nm is used instead of the couple
443-560 nm (figure 1(d)), the conclusions regarding allowable errors at 490 nm are
roughly the same than those for 1 =443 nm, except for concentrations below about
0.1 mgChl m™3, where the A4 560 Tatio is less sensitive to changes in Chl than is
the ratio 4,43 560 (see figure 1(b)). The couple 490—560 nm could prove to be useful,

+AA (5)
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however, for concentrations above about 3mgChl m 3, where the allowable errors
are slightly greater at 490 nm than they are at 443 nm. In addition, when Chl is high,
the water-leaving reflectance is a little larger at 4990 nm than it is at 443 nm.

In summary, the first requirement (retrieval of 30 reflectance values) requires that
atmospheric correction errors be maintained within +1-2 x 1073 at 443 nm, within
+5x 1074 at 490nm, and within +2x 10™* at 560nm. This value at 560 nm (see
steps in figure 1(a)) is equal to the NeAp specified for MERIS (see above). If it is
assumed that atmospheric correction errors in the 440-500 nm domain are roughly
twice the errors at 560 nm, the second requirement (discrimination of 30 Chl values)
requires errors within +1x1073 at 443nm (+5x10™* at 560nm), or within
+5x107* at 490nm (+2x 10™% at 560 nm). When expressed as relative errors, all
the above requirements represent about 1% of the normalized oceanic reflectances
at 443nm (and often 2-5%), except when Chl>3mgm™3. The situation is about
the same for the wavelength couple 490—560 nm, except when Chl<0.1 mgm 3, and
when the A4 560 ratio is equal to unity.

2.2. Formulation of the path reflectance for a compound (molecules plus aerosols)
atmosphere

Reflectances at the TOA level are hereafter considered in the absence of oceanic
whitecaps and foam, and for viewing directions out of specular reflection of direct
Sun rays (Sun glint). The total reflectance at the top of atmosphere level, p,, is
therefore

Pt = Ppatn +14Pw (6)

where p,. is the atmospheric path reflectance and t4 is the atmospheric diffuse
transmittance (the product t4p,, is called here the ‘marine’ reflectance). The reflectance
Ppatn 18 formed by all diffuse photons reaching the TOA apart from those that entered
the ocean (note that the usual definition of the path reflectance does not include the
reflection of diffuse photons at the air—sea interface). Atmospheric correction requires
that the contributions to p,,, of scattering by aerosols and molecules be quantified.

A possible approach consists of assuming that only single scattering occurs.
Under this assumption, the Rayleigh reflectance, p,,, and the aerosol reﬂectance Pas>
are separable, and p,,,, reduces to

ppath = Prs + Pas (7)

When 7,;,; $0.1 and the sea surface is flat, the reflectances can be expressed from
the corresponding phase functions as (see table 1)

p asfrs] ('1903 ’Hv sA¢) = 1'-a[r] (A) COa[x'] (A) D a[r] (j','y i)/ 4.us Hy ( 8 )

The algorithms for the correction of CZCS observations were based on this
decomposition of the total signal (e.g. Gordon 1978, Viollier et al. 1980, Bricaud and
Morel 1987, André and Morel 1991). The same decomposition could also form the
basis of a simple, moderately accurate, atmospheric correction algorithm for the new
generation of ocean colour sensors, as proposed by Wang and Gordon (1994) and
Gordon and Wang (1994 a). The principle would be to calculate p,, in two NIR
bands, obtaining two values of p,, by difference with p,,, (equation (7)). The ratio
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of the two p,, values, £(4;, 4,), describes the spectral dependence of aerosol scattering

Ta(A1)@a(A1)Pa(41,y 1)
Ta (AZ)wa(AZ)pa(}Q s/ +)

and, for a glven aerosol, its variations with wavelength can be represented by simple
laws (e.g. Angstrom 1964). When, for instance, an exponential law is used (Wang
and Gordon 1994), the value of p,, can be determined at any wavelength A, in the
visible from its values at two NIR bands Ay ; and A ,, through (see figure 2)

Ar,2 — Avis Pas(Ar.1)
Ui A2 =°"p[(xm,z—zm,1>l°g° (pu(xm,z)ﬂ (10

It has been shown that equation (10) actually works reasonably well for low
aerosol optical thicknesses (t, $0.1), and when the aerosol is not absorbing
(w, =1); in such a case, the method would provide tp,, within +0.002 (Gordon and
Wang 1994a, Gordon 1997). The above technique, however, can no longer perform
an accurate atmospheric correction as soon as 7, is higher than about 0.1, or when
w, <1 (Gordon 1997). Multiple scattering is actually responsible for this failure,
even in conditions where it is usually neglected. For instance, Antoine and Morel
(1998) showed, through Monte Carlo simulations, that multiple scattering still repres-
ents as much as 30% of the path reflectance at 865nm when 7, =0.2 (figure 9 in
Antoine and Morel (1998)). The corresponding multiple photon collisions occur
mainly with aerosol particles. Therefore multiple scattering is to be accounted for,
except perhaps for the clearest atmospheres. When successive aerosol and molecule
scattering occur, however, the assumption of separability of reflectances has to be
abandoned. Equation (7) cannot hold true, and another formulation has to be used
to express the path reflectance.

Antoine and Morel (1998) proposed a decomposition of the path reflectance as

&(d1,42)= 9)

ppath=p:: +p: +P:-I; (lla)

In equation (11a), pf is the reflectance due to single and multiple scattering by
molecules only, but in the presence of aerosols, p* is the equivalent term for aerosols,
also in presence of molecules, and p7, stands for that part of p,,, which strictly results
from successive aerosol and molecule scattering; this reflectance was referred to as
the ‘heterogeneous’ scattering in the above reference. Equation (11a) is exact because
it does not rely on the assumption of separable reflectances. The reflectances marked
with asterisks differ from those usually considered for single component atmospheres,
1.€. p,, the reflectance due to multiple scattering by air molecules in an aerosol-free
atmosphere; p,, the reflectance due to multiple scattering by aerosols in a hypothetical
atmosphere containing exclusively aerosols; and p,,, a ‘coupling term’ (Deschamps
et al. 1983, Gordon and Wang 1994 a). The word ‘term’ instead of ‘reflectance’ is
used for p,, because it is often negative. It has no physical meaning and actually
represents the sum of pf and the corrective terms needed to account for the profound
changes in the radiative regime between single component atmospheres and the
corresponding compound atmosphere (i.e. the differences (p¥* —p,) and (p* —p,); see
equation (6) in Antoine and Morel (1998))

Pra = Pra +(PF —p)+(p¥ —pa) (11b)
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Figure 2. The ratios &(4, 865) (solid curve, black circles; equation (9)), and the ratio ¢/(1,865)
(dashed curve, black diamonds; equation (12)), plotted as a function of A, and when
7,(550)=0.05, 65 = 60°, 8, =40°, and A¢ =n/2. The dotted curves (open symbols) show
the values of £(4, 865) and £/(4,865) as extrapolated from (775, 865) or &(775, 865)
through equation (10). (a) Maritime aerosol, (b) urban aerosol, both for RH = 70%.

Equation (11a) is used below to provide some insight into the cause of failure in the
single scattering algorithm, and will serve as a basis for the algorithm proposed in
this paper.

When the single scattering algorithm is used, the difference [ pyam(41)—p:(4;)]
has to be calculated at two wavelengths to form the following ¢’ ratio (see Gordon
and Castafio 1987, Martin and Perry 1994; ¢’ is called £ in Wang and Gordon

(1994))

Ppatn(A1)— p(44) (12a)

g'(A,A,)=
)= ) —pels)
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Writing equation (12a) implicitly assumes that the difference [ ppum(41)— pr(41)]
is equal to p,,. Considering equation (11a), &’ can be rewritten as

pa(A)+pfh(A)+pF (A1) —pe(A1)]
Pa(A2)+pfa(A2)+[oF(A)—p:(A2)]

The difference [pF(1;)—p.(4,)] in equation (12b) is systematically negative
(Antoine and Morel 1998), thus the difference [ ppam(4;)—p.(4,)] has no precise
physical meaning, and a fortiori is not equal to the operational quantity p,.. The
ratio ¢’ accounts for multiple scattering (even if not rigorously), whereas ¢ is only a
theoretical value, to the extent that equation (8) is only valid under assumptions
that are actually never met. The ¢ and &’ ratios are different in essence; there is no
reason for them to behave similarly with wavelength. The discrepancy between ¢
and ¢’ is illustrated in figure 2, for two aerosol models and 7,(550)=0.05. In the
NIR, where multiple scattering should be of minor importance, £(775,865) markedly
differs from £'(775,865). Moreover, the difference between the two ¢ is increasingly
large toward the visible. The relative success of equation (10) in performing atmo-
spheric correction at low 7, is due to its ability to roughly reproduce the actual
(Ppawn — ) difference in the visible. The performance of equation (10) does not result
from the fact that when &’ ~ ¢, when 7, - 0. Actually, when 7, -0, ¢’ and & continue
to differ conceptually and numerically (see figure 2), before being both undefined
when aerosols are absent.

&'(A1,42)=

(12b)

2.3. Principle of the multiple scattering algorithm

In as much as the molecular phase function is stable, the multiple scattering
regime that results from mixing of aerosols and molecules is shaped by the phase
function and the single scattering albedo of aerosols. The effect of multiple scattering
on the path reflectance is therefore difficult to assess, precisely because the aerosol
optical properties are the unknowns of the problem. A solution lies in establishing
unambiguous relationships between a given aerosol type and the effect of multiple
scattering on reflectances, when this aerosol is involved. To make use of such
relationships, however, the aerosol type must be previously identified.

Antoine and Morel (1998) investigated the behaviour of the three terms in
equation (11a). For a given aerosol, and whatever the geometry (6;, 6,, A¢), the
variations in p¥, p¥, and p¥ induced by increasing the aerosol load are as follows.
The reflectance p} increases nearly linearly when t, increases, and with slopes
decreasing with wavelength and always lower than the slope of the unique p,(z,)
curve. The reflectance p¥ is thus always smaller than the reflectance p,. When
aerosols are introduced, heterogeneous scattering appears and the reflectance p*
abruptly decreases from the p, value. For additional aerosol loading, the reflectance
pr smoothly diminishes as pf, continues to increase. In the end, the change in p,,,
resulting from the simultaneous changes of its three constitutive terms is nearly
linear. These results are qualitatively valid either for absorbing or non-absorbing
aerosols.

The change in p,.¢ can be expressed in relative terms by forming the ratio
(Ppatn/pr)- This ratio depicts the relative increase in reflectance brought about by the
progressive addition of aerosols within an atmosphere initially free from aerosols.
For a given aerosol, a given wavelength and a given geometry, it is monotonically
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related to 7, through
(Ppawn/Pr)=(p? + pX + p)/p: = f(1.) (13)

where the function f(z,) is the unambiguous relationship used to assess multiple
scattering effects. Using this function, however, cannot provide separate estimates of
the aerosol and Rayleigh reflectances. Examples of this function are displayed in
figure 3, for A=865 and 775 nm and for several aerosol models.

This figure also serves the purpose of describing the successive steps of the
proposed algorithm. These steps consist of identifying in the NIR a couple of aerosol
models as the closest to the actual aerosol and then using the spectral characteristics
of these two models to correct the observations in the visible. More precisely, the
successive steps are as follows, and the numbering below refers to the circled numbers
in figure 3.

(1) The ratio (ppaem/p;] is formed at 775 and 865 nm, where p,, is the measured
path reflectance (..., = p, because p,, =0 in the NIR), and p, is the reflectance
for an aerosol-free atmosphere, pre-computed and stored in look-up tables.

(2) Because multiple scattering effects depend on the aerosol type, several values
of 7,(865) are compatible with the value of (pp,m/p;) at 865nm, and each
one corresponds to a given aerosol model (equation (11a)).

(3) This set of 7,(865) values is then converted into the equivalent set at
775 nm, by making use of the spectral attenuation coefficients of each aerosol,
according to

1a(775)=1,(865) [c(775)/c(865)] (14)

(4) To these 7,(775) values correspond several values of the ratio (p,.m/p;) at
775 nm, which differ according to the aerosol type.
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Figure 3. Variation of the path reflectance at 865 and 775nm as a function of z,, and
expressed as the ratio (ppam/p:), when 05 =40°, 6, =30° and A¢ =n/2. The maritime
aerosol model is used, for four values of the relative humidity as indicated. Arrows
symbolize a possible way to identify a couple of aerosol models enclosing the actual
aerosol. The circled numbers identify the successive steps of this scheme, as discussed
in the text (§2.3). '
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(5) Comparing this set of values to the actual ratio (p,,./p,) at 775 nm (computed
at step 1) allows the two aerosol models that most closely bracket the actual
(Ppatn/p;) ratio to be selected. A ‘mixing ratio’, hereafter denoted X, can be
computed from the actual and the two bracketing values of (ppam/p;) at
775nm _

X= (ppnth/pr)actual —(ppath/pr)aerosoll (15)
(p path / Pr )aerosolz - (ppath/ Pr )aerosoll

The remaining steps of the algorithm rest on the assumption that X is invariable
with wavelength (Gordon and Wang 1994 a). It is then possible to estimate ( pam/p:)
for the visible wavelengths from its values at 775 and 865nm, provided that the
relationships with 7, (equation (13)) have been previously established for the appro-
priate wavelengths. Atmospheric correction of the visible observations is achieved
by re-multiplying the ratio (p,.en/p,) by the value of p,, leading to p,,», and therefore
to the marine reflectances: '

(ppath/pr)('lvis)actual =(ppath/pr)(lvis)aerosoll X+(ppath/pr)()'vis)aeros012(1 —"X) (16)

P =P~ [(Ppusn/Pactuas P} /ta (17)
where the diffuse transmittance, t4, is approximated as (e.g. Gordon et al. 1983)

ta(A,0y)=exp[{ag(A) + [1 -0, (D) F (D] 7 (A) + [1— w0, () Fo (D] 7. (D} /e, 1  (18)

If the selection of the two bracketing aerosol models is realistic, and if the
independence of X on wavelength is verified, the accuracy when retrieving (ppam/p;)
in the visible is, in principle, independent of z,. Therefore, provided that the aerosol
has been correctly identified, the errors in atmospheric correction are mainly due to
the slight, yet inevitable, differences between X as calculated at 775nm and the
actual value of X in the visible.

Aerosol optical thickness at 865 nm is retrieved as a by-product of the atmospheric
correction, and as the mean of the two values associated with the two bracketing
aerosol models (see Gordon 1997). The aerosol optical thickness can be estimated
at any wavelength in the visible from its value at 865nm, by using the spectral
characteristics of the two selected aerosol models.

3. Selection of aerosol models and test of the algorithm
3.1. Principle of, and conditions selected for, the algorithm implementation

Implementing the proposed algorithm consists in establishing the f(z,) function
from radiative transfer simulations for a set of aerosol models, and for several
wavelengths (1) and geometries (6,, 0,, Ag). In these simulations the choice of aerosol
models is critical, particularly regarding their spectral optical thicknesses.
Assumptions about the composition and vertical distribution of these aerosols are
mandatory because they are highly variable in the real world. Generic cases are thus
defined and used in simulations of the radiative transfer, in view of generating
look-up tables for the function f(z,).

A two-layer representation has often been adopted for the vertical structure of
the atmosphere, with aerosols confined within the boundary layer and all molecules
above (e.g. Deschamps et al. 1983, Gordon and Wang 1994 a). Such a model was
motivated by the observation that the bottom layers of the atmosphere are the main
contributors to the aerosol optical thickness, whereas most molecules occupy higher
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levels. Uncoupling the two scattering media is indeed a valid simplification when
aerosols are non-absorbing; minute differences are observed when TOA total
reflectances are computed either for a simplified two-layer atmosphere or for
50-layer atmospheres with a mixing of aerosols and molecules (Antoine and Morel
1998). When the aerosol does absorb, however, its vertical repartition and extension
can no longer be neglected, so that atmospheres with layers of finite thickness must
be considered (Gordon 1997). In addition, the two-layer representation inevitably
accounts for only one aerosol type, whereas it is recognized that several kinds of
acrosols occupy different atmospheric levels (e.g. World Climate Research Program
(WCRP) 1986). According to this observation, the boundary layer (0-2 km), the free
troposphere (2-12km), and the stratosphere (12-50km) are separately considered
in the present work. Aerosols are assumed to be uniformly mixed within each of
these three layers (figure 4).

To generate TOA total radiances for molecular or compound (molecules plus
aerosols) atmospheres, Monte Carlo simulations of the radiative transfer were carried
out by using a code already described (Morel and Gentili 1991, 1993), and validated
against other radiative transfer codes (Mobley et al. 1993). This code does not
account for polarization and the simplified geometry of a plane-parallel atmosphere
is adopted. Photons are collected at the TOA level within 432 solid angles (‘photon
counters’) defined by 5° increments in zenith angle and 7.5° increments in azimuth;
there is no counter aiming directly at nadir. The apparent diameter of the Sun disc
is set to 0.5°.

For Rayleigh scattering, a 50-layer profile is taken from Elterman (1968), in
correspondence with 7, =0.0904 at 550nm, ie. a standard atmosphere with an
atmospheric pressure of 1013.25hPa (figure 4). The anisotropy of the air molecules
is ignored, the depolarization factor is zero, and the spectral dependency is expressed
as A7*%. Gas absorption is reduced to that of ozome, with a 50-layer vertical
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Figure 4. Vertical profiles of the attenuation coefficients used in the present work, for A=
560 nm. The profiles for molecules and ozone are from Elterman (1968). The vertical
profiles for aerosol attenuation are described in the text.
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distribution also taken from Elterman (1968) (figure 4), and resulting in a total ozone
content of 350 DU (1 DU =2.69 x 10*¢ molecules cm ~2). The selection of various
aerosol types and of their vertical distribution is dealt with later on.

This atmosphere is bounded by a flat, Fresnel-reflecting, interface (i.e. no wind)
with a perfectly absorbing ocean, so that multiple crossings of the interface by photons
are not considered. This uncoupling of atmosphere and ocean is fully verified for
Case 1 waters in the NIR, and is an acceptable approximation for the visible wave-
lengths. The expression “‘TOA total reflectance’ hereafter used means therefore the
sum of the path reflectance simulated above a black ocean plus the water-leaving
reflectance independently calculated through equation (2) and transmitted through
the atmosphere (equation (18)). The algorithm first uses the total radiance measured
in NIR bands, which is equal to the path radiance because there is no oceanic signal
for Case 1 waters. The principle and implementation of the algorithm would remain
the same over Case 2 waters, provided that the non-zero signal in the NIR has been
previously assessed or assumed in an independent way, and subtracted from the total
reflectance. It has been verified that the accuracy of the Monte Carlo outputs, when
a reasonable number of photons is used, is typically 2% (when results are compared
to those obtained, for instance, with a code based on the ‘matrix operator method’).
Lowering this noise to 1% would necessitate about four times more photons (and
computation time). In addition, such a 2% noise is deliberately accepted in the pseudo
. data, in view of simulating in a more realistic way the outputs of a real instrument,
the radiometric accuracy of which is not expected to be better than 2%.

Simulations were carried out to generate the p,,,, values for six wavelengths,
several geometries (6,, 6,, A¢) and four aerosol optical thicknesses (see table 2). The
same geometries and wavelengths were considered to calculate p,. For each aerosol
model and each ensemble made up of (4, 8,, 0,, A¢), five couples ((Ppawn/Px)> Ta)s
including the couple (1, 0) for an aerosol-free atmosphere, were fitted to a third-
order polynomial, to express the f(z,) function (equation (13)), and the corresponding
coefficients stored.

3.2. Clear maritime atmospheres
3.2.1. Defining the structure of the atmosphere and the aerosol types

The presence within the atmosphere of a peculiar aerosol type, the vertical
location and extension of this aerosol and its relative proportion in the total aerosol
load depend on the past trajectory of the air mass in question and also on local
processes (e.g. generation of sea spray by wind, pumping of aerosols by clouds).
When the air mass is free from any significant continental influence, the aerosols in
the marine boundary layer are usually produced locally (e.g. Hoppel et al. 1990) and

Table 2. Relevant information for the radiative transfer simulations performed in the present

work.
Parameter Sampling
Wavelengths, A (nm) 443, 510, 560, 705, 775, 865
: From 20 to 68 degrees, every 4 degrees
0., Ad The upper hemisphere is divided into 432 counters, according
to Ad, =5 degrees and A(A¢)="7.5 degrees
Ty 0.03, 0.1, 0.3, 0.5 at 550 nm for clear maritime atmospheres

0.05, 0.2, 0.5, 0.8 at 550 nm for absorbing aerosols
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are therefore of the maritime type. This situation can be described by the vertical
structure proposed by WCRP (1986), which is adopted here to represent clear
maritime atmospheres (figure 4).

The non-absorbing maritime aerosol of the oceanic boundary layer is mainly
composed of liquid water and sea-salt particles (the ‘sea-salt component’), with a
residual background of small continental particles, with sizes below about 0.05 um
(‘water-soluble’ particles, e.g. ammonium, calcium sulphate, organic compounds).
Within the free troposphere, a background of aerosols from continental origin is
always present, with a slight absorption (w ~ 0.9-0.95) and an Angstrém exponent
of about 1.5 (small particles). The optical thickness of this aerosol is fixed to 0.025
at 550nm. Finally, the stratosphere contains a background of non-absorbing par-
ticles, consisting of a 75% solution of sulphuric acid in water (H,SO,), with extremely
low optical thickness (~0.005 at 550nm). The boundary layer aerosol typically
contributes 75% of the total aerosol optical thickness at 550 nm. The influence of
the constant contribution of the continental and H,SO, aerosols on the spectral
variation of optical thickness is nevertheless significant. It results in spectral changes
close to those observed over remote ocean areas (e.g. Reddy et al. 1990, Villevalde
et al. 1994), with Angstrém exponents between about 0 and 0.5, when the wavelengths
443 and 865 nm are considered (see figure 5).

The aerosol models for each layer are conmstructed from the basic aerosol
components defined in Shettle and Fenn (1979) and in WCRP (1986) (details in
tables 3a and 3b). The aerosol phase functions here computed using Mie theory for
the six MERIS bands selected for the present study (443, 510, 560, 705, 775 and
865nm). The word ‘assemblage’ is used to describe the ensemble composing the

2.0 ———rrrr+rr M e e e ae e e A e R e e
\
19 <
\
1.8 < Urban; RH=98%
N /
N
1.7 _ 4
N

1.6 <
@ > > N\ .
s Maritime ~ /
S 14 i >4
3 70% i / N

13 - >

~
1.2 — B > ~
99 \ T,

1.1 %\\ — S~ T > ~

1.0 [-Desert dust TR Tr I I —— =i,

0‘9 --------- | N AR ST ST SR AT ST S i..;._ll...l .........

400 500 600 700 800 900

A (nm)

Figure 5. Aerosol extinction normalized at 865 nm, as a function of wavelength. Solid curves
from top to bottom: ‘standard assemblage’ with the maritime model for RH =70, 80
and 99%. Dashed curve: assemblage containing the urban model, with RH=98%.
Lower dotted curve: assemblage containing desert dust (75% of the optical thickness
of the whole troposphere). Upper dotted curve: assemblage containing the continental
aerosol (50% of the optical thickness of the whole troposphere).
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- Table 3a. Aerosol components and their respective contributions (as per cent of the volume
or as per cent of the number of particles) in the composition of the aerosol models.
The principle of ‘external mixing’ was applied when calculating the optical properties

of the aerosol models.

Aerosol model Components Volume % Particle %
Maritime Rural aerosol mixtures® 99
(Shettle and Fenn 1979) Sea-salt solution in water 1
Urban Rural aerosol mixtures® 80
(Shettle and Fenn 1979) Soot 20
Continental Water soluble 29 93.876
(WCRP 1986) Dust-like 70 227%x107
Soot 1 0.06123
Dust (Schiitz 1980) Desert dusts 100 100
H,S0, 75% solution of 100 100
(WCRP 1986) sulphuric acid in water

?70% of water soluble particles and 30% of dust-like particles.

Table 3b. Parameters defining the size distribution of the various aerosol components of the
aerosol models used in the present work.

Parameters of the size distribution

Aerosol component ro a/In(10) expo
Rural aerosol mixtures RH 70% 0.02846 -0.35 2.238724
(Shettle and Fenn 1979) RH 80% 0.03274

RH 85% 0.03679

RH 90% 0.03884

RH 95% 0.04238

RH 99% 0.05215
Sea-salt solution in water RH 70% 0.2041 0.40 0.2.51188
(Shettle and Fenn 1979) RH 80% 0.3180

RH 85% 0.3777

RH 90% 0.3803

RH 95% 0.4606

RH 99% 0.7505
Urban RH 70% 0.02911 0.35 2.238724
(Shettle and Fenn 1979) RH 80% 0.03514 :

RH 85% 0.03961

RH 90% 0.04187

RH 99% 0.05996
Desert Dust (Schiitz 1980) 0.500 0.350 2.20
Water soluble (WCRP 1986) 0.005 0.475 2.99
Dust-like (WCRP 1986) 0.500 0475 2.99
Soot (WCRP 1986) 0.0118 0.300 2.00
75% H,S0, (WCRP 1986) i a b4 i

324 1 1 18
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three aerosols located in the boundary layer, the free troposphere and the strato-
sphere. Five ‘standard assemblages’ are defined, which only differ by the relative
humidity of the maritime aerosol within the boundary layer (i.e. 70, 80, 85, 90 or
99%), the optical thickness of which can vary (contrary to the constant aerosol
backgrounds within the free troposphere and the stratosphere, see table 4). The
assemblage for RH=85% is only used to test the algorithm and is not accordingly
a part of the look-up tables. This aerosol differs from the aerosols in the look-up
tables, yet belongs to the same ‘family’. To test the algorithm, marine reflectances
were computed for various chlorophyll concentrations (equation (2)) and added to
the simulated values of p.., in the visible to obtain the total reflectances at the TOA
level. Note that the choice of a restricted set of four candidate aerosol models for
maritime atmospheres is the basis of the algorithm implementation. These four
models are systematically used in the first stage of the atmospheric correction; when
more complex atmospheres are present (see later), they are identified by their
divergence with respect to the basic models.

Table 4. Construction of the aerosol assemblages (the stratosphere always contains the same
H,SO, aerosol, with 7, =0.005 at 550 nm, following WCRP (1986)).

Assemblage Boundary layer (0—2km) Free troposphere (2-12km) N
Standard Maritime aerosol (S&F79°) Continental aerosol (WCRP 1986) 5
maritime RH =170, 80, 85°, 90, 99% T(sso) = 0.025

Urban ' Urban aerosol (small particles) As above 5

(S&F79) with RH =170, 80,
85°, 90, 99%

Urban® Urban aerosol (large particles) As above 1
(S&F79) with RH=80%

Mixing of dust Maritime aerosol (S&F79) plus As above 1

plus maritime® desert dust (Schiitz 1980), 10
or 50% of the particle number

Continental Maritime aerosol (S&F79) Continental aerosol (WCRP 15

aerosol with RH =170, 80, 85°, 95, 99%  1986) mx‘=25, 50 or 75%

Desert dust As above Desert dust (Schiitz 1980) 15

mx°=25, 50 or 75%

Desert dust’ Maritime aerosol (S&F79) Desert dust (WCRP 1986) 1
RH=80% mx°=50%

Desert dust® As above Desert dust (WCRP 1986) 1

mx°=50% (layer
thickness =4 km)

Haze® As above Haze C, with n=1.33 or 1.50 2
Mixing of dust Maritime aerosol (S&F79) plus 1
plus maritime® desert dust (Schiitz 1980),

10 or 50% of the particle number.
‘ Scale height of 3km
Urban® Urban aerosol with small particles - 2
(S&F79), with RH =80, 99%
Scale height of 3km

*S&F79 stands for Shettle and Fenn 1979.

® Aerosol assemblages used only for tests or sensitivity studies (i.e. not included in the
look-up tables).

‘mx stands for mixing ratio, i.e. the contribution of the aerosol in the free troposphere to
the optical thickness of the whole troposphere.
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3.2.2. Testing the algorithm

Examples of errors in the retrieved marine reflectances at A=443 nm and 560 nm
(hereafter referred to as Ap443 and Ap560) are displayed in figure 6, for a test with
the maritime aerosol model with RH =85% and 7,(550)=0.1 (i.e. a ‘mean’ for remote
oceanic conditions). The geometries are extracted from MERIS scenes that would
be acquired at the summer solstice (figures 6(a) and 6(b)) and vernal equinox (figures
6(c) and 6(d)). The results are presented either across track at latitude 45° north
(figures 6(a) and 6(c)) or along track from the Equator to the latitude 70° north,
and when viewing at the scan edge (figures 6(b) and 6(d)). The required accuracy is
met by the algorithm for all geometries, with most of the errors well below 1 x 1073
in reflectance, either at 443 or 560 nm, and nearly all errors within +2 x 1073, The
errors at 560nm are about % to % of the errors at 443nm (even if sometimes
Ap443 <Ap560) as also found by Gordon (1997) for another algorithm. The perform-
ance of the algorithm remains roughly the same for a given 8, whatever the sun
altitude (and up to 6, =65°, figures 6(b) and 6(d)) and for a given value of 6, whatever
the viewing angle (figures 6(a) and 6(c)). Therefore, the accuracy of the present
algorithm would be preserved regardless of latitude and time of the year. This point
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Figure 6. Error in the retrieved marine reflectance at 443nm (solid curves) and 560 nm
(dotted curves) for the maritime aerosol with RH=85% and 7,(550)=0.1. Panels (a)
and (b): summer solstice (21 June). Panels (c) and (d): vernal equinox (21 March). The
geometry corresponds either to a MERIS scan at 45° north (panels (a) and (c)), or to
a MERIS track from the Equator to the latitude 70° north, the pixel observed being
west of the sub-satellite point (panels (b) and (d)). In panel (d), results for latitudes
<25° were discarded as the geometry there corresponded to Sun glint area.
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is critical for a meaningful assessment of the distribution and seasonal variations of
the pigment concentration and aerosol optical thickness over the world ocean. The
Ap443 errors were pooled together for 7, =0.03, 0.1, 0.3 and 0.5 at 550 nm, for the
geometries corresponding to all pixels within each of the two scenes, and for the two
dates. The distribution of these errors (not shown) showed no bias in the atmospheric
correction, with 66% of the errors within +1 x 10™2 and only 10% of the errors
outside the range +2 x 107 3. These percentages remained about the same when the
pixels for 7, =0.5 (a value unlikely above clear oceanic areas) were not included in
the analysis, and this demonstrates that the algorithm accuracy does not depend too
much on 7,. The aerosol optical thickness at 865 nm was retrieved within +10% in
three-quarters of the cases examined and within +30% for all of them. In summary,
the algorithm is able to correctly retrieve the water-leaving reflectances for clear
maritime atmospheres in most situations. In addition, it is likely that better results
would have been obtained either by increasing the angular discretization in the look-
up tables (i.e. decreasing the Af,, Af,, and A(Ag) given in table 2), or by increasing
the number of candidate models (i.e. reducing the increment in RH).

Regarding atmospheric correction, ‘apparent’ marine reflectances are derived, i.e.
reflectances affected by the error in atmospheric correction. The impact of these
errors on the chlorophyll concentration retrieval was assessed by re-estimating the
ratio (b, /a) at 443 and 560 nm from these ‘apparent’ reflectances. This operation was
performed through an iterative use of equation (2), which was initialized with mean
values of the (f/Q) ratio (Morel and Gentili 1996). The ratio 4,43 560 Was then
formed and a new pigment concentration derived.

Each of the three histograms in figure 7 merges the errors in the retrieved
chlorophyll concentration for t, =0.03, 0.1, 0.3 and 0.5 at 550 nm, the geometries
corresponding to all pixels within each of the two scenes, and for the two dates
(summer solstice and vernal equinox). These errors are expressed in terms of a
number of Chl classes: values between x and x+ 1 (x being an integer between 0 and
3) mean that the retrieved Chl concentration is overestimated by x (Chl) class. Along
the same lines, values between x — 1 and x mean that the retrieved Chl concentration
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Figure 7. Histograms of the error in the retrieved chlorophyll concentration, Chl, due to the
error Ap in the atmospheric correction (see text for conditions). These errors are
expressed as a number of Chl classes: values between x and x+1, with x being an
integer between 0 and 3, mean that the retrieved Chl concentration is overestimated
by x class. In the same way, values between x—1 and x mean that the retrieved Chl
concentration is underestimated by x class. Therefore, all values between —1 and +1
correspond to an ‘exact retrieval’ in terms of Chl classes (as indicated by percentages).
The initial chlorophyll concentration was 0.03mgm > for panel (a), 0.3 mgm™3 for
panel (b) and 3mgm > for panel (c).
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is underestimated by x (Chl) class. Therefore, all values between —1 and +1
correspond to an ‘exact’ retrieval in terms of Chl classes. Less than 40% of the
retrievals fulfil this condition when Chl=0.03mgm > (figure 7(a)), and a slight
positive bias affects the retrieved concentrations. The results for Chl=0.3mgm 3
are in better shape, with no bias and 65% of exact retrievals (figure 7(b)). A bias of
about minus one class (i.e. —20%) occurs for Chl=3mgm ™3, and 46% of the errors
are within the limit of +1 class (figure 7(c)).

When Chl=0.03mgm 3, the low percentage of exact retrievals is actually consist-
ent with the severe accuracy requirement for the domain of low Chl (see figure 1(c);
recall that a shift of only one class of concentration represents a —20% or +25%
change in Chl). The discrimination of ten Chl classes between 0.03 and 0.3 mgm 3,
the initial aim, seems to be limited by the accuracy of the atmospheric correction.
Lowering the number of Chl classes to be detected to five between 0.03 and
0.3mgm ™3, for instance, would increase the acceptable errors in p,(443).

The bias observed when Chl=3mgm ™2 was not expected, to the extent that the
errors in atmospheric correction are the same for the three panels of figure 7. Errors
that do not bias the pigment retrieval for low and moderate chlorophyll concentra-
tions (i.e. high p,(443)) have an impact for higher concentrations because the actual
blue-to-green ratio is close to one. This bias is a consequence of the nature of the
algorithm, which performs extrapolation of the atmospheric contribution from the
NIR toward the visible, with, in general, increasing errors with decreasing wavelength.
As far as we know, this problem occurring for chlorophyll concentrations around
3mgm™? does not seem to have been acknowledged.

3.3. Atmospheres containing aerosols of continental origin, including absorbing ones

Compared to the mean composition previously used to model clear maritime
atmospheres, significant changes in the concentration, type and vertical distribution
of aerosols may occur within the troposphere. Air masses carrying particles of
continental origin, either desert dusts or soot (strongly absorbing), or insoluble
particles usually referred to as the ‘rural aerosol’ (moderately absorbing), are indeed
often found above the ocean. The presence of such ‘non-maritime’ aerosols is neither
totally anecdotal nor restricted to coastal areas. Saharan dust, for instance, is carried
out westward over the North Atlantic, ultimately sinking within the ocean or on the
coasts of eastern North America (e.g. Prospero and Carlson 1972, Savoie and
Prospero 1977, Li et al. 1996). This dust is also blown northward over the western
Mediterranean Sea (Moulin et al. 1997). Asian desert dusts are similarly observed
over the Sea of Japan (Fukushima and Toratani 1997), and they probably also affect
the whole north Pacific (Merrill et al. 1989). Moreover, the atmospheric transport
of desert dusts could increase in coming years, due to changes in the use of land in
desert regions (Andreae 1996). In coastal areas, aerosols of urban and industrial
origin are also often observed, especially east of continents (Hoff et al. 1995). Aerosols
produced by biomass burning have been also reported, particularly over the southern
tropical Atlantic Ocean (Browell et al. 1995).

The spectral dependency of scattering as well as the single scattering albedo of
these aerosols is markedly different from those of the ‘standard’ oceanic models
(figure 5). As a consequence, the errors in the retrieved water-leaving reflectances
might become prohibitively large to the extent that the atmospheric correction, based
only on ‘standard’ maritime aerosols, cannot comply with the actual aerosol, exhibit-
ing for instance a very different spectral dependence for scattering, or a strong
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absorption. To account for the possible presence of such ‘anomalous’ aerosols, look-
up tables can be built for an additional set of candidate aerosols, yet this necessary
stage still remains insufficient. Indeed, when carrying out the correction, no a priori
information can help in selecting either one look-up table or another, because the
actual aerosol is unknown. In addition, it would be useless to consider all candidate
models in the search, when only maritime aerosols are present most of the time. A
method 1s proposed below to detect absorption, and the selection of adequate models
for absorbing aerosols is detailed later on.

3.3.1. Detection of aerosol absorption

When only single scattering occurs, the spectral change of the aerosol reflectance
(Pas) 1s governed by the spectral behaviour of the w,z,p, product (equation (8)).
Assuming that w, is constant with wavelength (or, at least, without marked peaks),
and with p, approximately wavelength-independent, the spectral values of p,, do not
allow absorbing and non-absorbing aerosols to be distinguished, because the product
w,T, may remain about the same for several combinations (w, <1 and high z,, or
w, ~ 1 and lower t,). The effect of absorption on the spectral change of reflectance
becomes tangible only when multiple scattering occurs, and enhances absorption by
increasing the photon path length (see the difference between the dotted and dashed
curves in figure 2(b)). This phenomenon is significant in the visible domain. At these
wavelengths, however, the marine signal is no longer negligible, and, in principle,
prevents this part of the spectrum from being used to identify the actual aerosol.
This dilemma can be resolved if assumptions are made about the marine signals at
selected wavelengths, namely 705 and 510 nm in the present work (see also Carder
et al. (1991) and Gordon et al. (1997a, b) who used other wavelengths).

The principle of detecting ‘non-standard’ aerosols (absorbing aerosols, or aerosols
with a strong spectral dependence) is as follows: a first, tentative, correction is
performed by using the standard set of four aerosol assemblages containing the
maritime models. In this way, an estimate of the path reflectance at 510nm is
obtained. This estimated path reflectance is summed up to the supposed mean marine
reflectance in order to derive a possible value for the total reflectance. If the assump-
tion about the marine signal is correct, the difference between the actual and the
guessed total reflectance provides the error in atmospheric correction.

For Case 1 waters the ocean is totally absorbing at 705 nm (i.e. no marine signal),
so that the difference between the measured and estimated path reflectances directly
provides the error in atmospheric correction

Ap ( 705 ) = ppath(705 )measured - ppath ( 705 )estimated ( 19)

The 705 nm band, however, is still close to the bands at 775 and 865 nm, so that
it would be useful only if absorption changed markedly from 775 to 705 nm, or, for
less absorption or a flat absorption spectrum, if the spectral dependence of scattering
of the actual aerosol significantly differed from that of the candidate models.

For oceanic Case 1 waters, experimental data suggest a rather stable reflectance
at 510nm, R(07)(510), whatever Chl (the ‘hinge point’ (Duntley et al. 1974, Gordon
and Clark 1981)). Bio-optical models (e.g. Gordon et al. 1988a, b, Morel 1988),
mainly based on the interpretation of experimental data, accordingly predict a
narrow range of values for R(07)(510), over the whole domain of Chl (0.03 to
30mgm ). The curves displayed in figure 8 show limited variations of R(0™)(510).
The data points in figure 8, extracted from measured reflectance spectra, also confirm
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Figure 8. Diffuse reflectance of the ocean at 510nm, R(0™)(510), for Case 1 waters with
variable chlorophyll concentration. The two curves were obtained from the model of
Morel (1988), either for the Sun at zenith (lower curve), or with a Sun zenith angle
of 60° (upper curve) (see also Morel and Gentili 1991). Reflectance values extracted
from spectra measured at sea are also shown, and the symbol corresponding to each
cruise or dataset is shown in insert. The mean value of R(07)(510), as well as this
value plus or minus one standard deviation, is also indicated.

this constancy: however noisy these R(0™)(510) data may be, they at least do not
show any significant trend. Therefore, it seems possible to assume a constant value
of about 0.02 if the R(07)(510) data shown in figure 8 are considered. The corres-
ponding mean value for the normalized water-leaving reflectance, hereafter noted
[ pw(510)]n, would be then of about 1 x 1072 (as (n Ry (fo/Q0)) ~0.47), at least for
the concentration range 0.03 to 3 mgChl m ™3 (see figure 1(a)). This [ p,,(510)]y value
is slightly larger (~ +20%) than that (used in CZCS processing) derivable from a
normalized water-leaving radiance of 5SmWm 2nm~!sr™! at 520nm (Gordon
and Clark 1981), when combined with an extraterrestrial irradiance of about
1900 mW m ~?nm ! (Neckel and Labs 1984). The natural noise in the oceanic signal
at 510nm is accounted for by attaching to [ p,(510)]y an uncertainty of +5x 1073
(at +10).

To estimate the error in atmospheric correction at 510 nm, the [ p,(510)]y value
has to be ‘de-normalized’, in view of being compared with the apparent water-leaving
reflectance, which is the actual water-leaving reflectance plus the error in atmospheric
correction. The transformation of { p,(510)]y into p(510) is performed through (see
equations (2) and (3))

20) 0 (fow)-l 20

Ro 0(6,.0,,A0) \Qo(4)

The use of the f/Q ratio in the above equation would necessitate that Chl is
known, while it is not. The ratio of f/Q for the actual geometry to f,/Q, is, however,
nearly insensitive to Chl (changes are within +10%), at least in the concentration
range 0.03-3.0mgm 3, and for geometries typical of ocean colour remote sensing.

pw(510)= [pw(SIO)]N (Sc te,)
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Knowledge of the chlorophyll concentration is therefore not required for use of
equation (20), and the error in atmospheric correction at 510 nm, Ap(510), is obtained
as

Ap(510)= [(pt(510)measured - ppath(SIO)estimated)/td(Slo)] —pw(SIO) (21)

The expression within the square brackets represents the ‘apparent’ water-leaving
reflectance, and p,(510) is obtained through equation (20).

Thresholds of 2.5 x 1072 for |Ap(510)| and 1.5 x 1073 for | Ap(705)| were empiric-
ally adopted by examining the errors resulting from the use of the standard look-up
tables, when the actual aerosol is absorbing. When errors are greater than these
thresholds, they could result from an incorrect assumption of [ p,(510)]y, rather
than from an incorrect atmospheric correction. To lift the ambiguity, the test is
carried out twice, first with the mean value of [p,(510)]y, and second with this
value increased (decreased) by 5x 1073 when Ap(510) is positive (negative).
Absorbing aerosols are definitely identified if both tests indicate their presence.
Practically speaking, the detection should occur when the difference between the
actual and retrieved path reflectances at 510nm is greater (in absolute value) than
the sum of the threshold fixed above plus the uncertainty attached to the marine
signal, i.€. |Ppamn(510)sceual — Ppath(510)estimateal = 6 X 1072 (ie. about 10% of Ppath)-
This p,,.m(510) value approximately corresponds to 7, =0.2 and represents the detec-
tion threshold of the method (it depends, however, on w, and on the spectral
dependence of acrosol scattering). When absorption is detected, atmospheric correc-
tion in the visible channels is then carried out by using specific look-up tables, the
content and use of which are now presented.

3.3.2. Selection of absorbing aerosol types

The stratospheric aerosol remains unchanged in any case, and three main categor-
ies of absorbing aerosols are considered as likely over the ocean, namely the contin-
ental aerosol, the desert dust aerosol (with ‘long-range transport properties’, i.e.
absence of large particles (Schiitz 1980)) and the urban aerosol (see table 3). The
continental and desert dust aerosols are assumed to overlie the boundary layer
maritime aerosol, within the free troposphere (2-12km), as suggested by LIDAR
experiments (e.g. Powell 1995). The urban aerosol replaces the maritime aerosol
within the boundary layer (0-2 km).

For the urban aerosol, five assemblages are defined through the value of the
relative humidity, with RH = 70, 80, 85, 90 and 99%. For the continental aerosol or
the desert dust, the situation is more complicated, because two aerosols are simultan-
eously made varying, one within the free troposphere and the other within the
boundary layer. The resulting aerosol assemblages are unambiguously defined by
fixing the relative contributions of the two aerosols (boundary layer and free tropo-
sphere) to the total optical thickness of the whole troposphere at 550 nm. In view of
encompassing several situations corresponding to increasing aerosol loads in the free
troposphere, the contribution of this layer to the total optical thickness is set to 25,
50 or 75% (these percentages are not kept for other wavelengths because the spectral
dependence of optical thickness differs between each aerosol within the assemblage).
Assemblages were defined in this way for continental aerosols and for desert dust,
with the above three values for the mixing ratio, combined with five values for the
relative humidity of the maritime aerosol (RH =70, 80, 85, 95 and 99%), leading to
15 assemblages for each of the two aerosol categories. Note that the assemblages
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where RH =85% in the boundary layer are not part of the look-up tables—they are
used for testing the algorithm. The look-up table for ‘anomalous’ candidate aerosols
contains therefore 28 aerosol assemblages (four involving the urban aerosol, twelve
involving the continental aerosol and twelve involving the desert dust; see table 4).
It is believed that the spectral dependencies and single scattering albedos within this
ensemble of models, including the standard assemblages, encompass most of the
plausible situations for oceanic areas. :

To avoid ambiguities when selecting aerosol models, all 28 models are not
considered at once when the tests at 510 and 705 nm are positive. The sign of Ap(510)
indeed allows the number of candidate models to be restricted. In effect, the Angstrom
exponents for the continental aerosol (small particles) are larger than those of the
maritime aerosol, and the errors Ap(510) (equation (20)) are systematically positive
(at least when these errors are significant). The converse situation (Ap(510) negative)
occurs in the presence of desert dust, which is characterized by strong absorption in
the visible and larger particles. Groups of four aerosol models are then examined,
each group corresponding to one value of the mixing ratio (i.e. 25, 50 or 75%) and
to the four values of the relative humidity for the boundary layer maritime aerosol
(RH=170, 80, 95 and 99%). Because the presence of the urban aerosol can lead to
positive as well as negative errors, the group of four urban aerosols is actually always
examined. A couple of acrosol models are selected within each group of candidate
aerosols and the couple that leads to the minimum |Ap(510)]| is kept at the end.

3.3.3. Testing the algorithm

The correction for ‘non-standard’ aerosols was tested for the assemblages con-
taining desert dust and the maritime aerosol for RH=85% (mixing ratios of 25, 50
and 75% and 7, =0.05, 0.2, 0.5 and 0.8), for the assemblages containing the contin-
ental aerosol (same 7, values as above) and the assemblage containing the urban
aerosol for RH =85% (with 7, =0.03, 0.1, 0.3 and 0.5). All possible combinations of
(6, 8,, Ad), as regards the discrete values listed in table 2, are considered; except
that 0 is limited to 60 degrees and A¢ is sampled every 30 degrees (12012 cases for
desert dust and the continental aerosol; 4004 for the urban aerosol). There is no
need for interpolation with respect to geometry within the look-up tables. The whole
set of tests was carried out three times, by applying the algorithm to total reflectances
computed for three chlorophyll concentrations (0.03, 0.3 and 3 mgm ~3). In this way,
the validity of the tests (based on the assumption of a constant diffuse reflectance at

Figure 9. Synthesis of the results obtained when atmospheric correction is applied to atmo-
spheres containing the three ‘non-standard’ aerosol assemblages, as indicated at the
top of the figure (see text). In panel (d) to panel (), vertical dotted lines delimit the
domain of acceptable errors, also indicated by a percentage. The numbers in paren-
theses are the exact numbers of pixels considered in the histogram. Panels (a) to (c):
fraction of pixels that were clearly identified by the tests at 510 and 705nm (i.e.
recognized as absorbing aerosols), as a function of z,. Solid curves are for actual Chl
values of 0.03 mgm ™3, dotted curves for 0.3 mgm 3, and dashed curves for 3 mgm 3.
The long dashed curves (open triangles) represent the fraction of pixels identified as
containing absorbing aerosols, while the aerosol models were wrongly selected. Panels
(d) to (f): histograms of the error in the retrieved marine reflectance at 443 nm. Panels
(g) to (i): histograms of the error in Chl due to the error Ap in the atmospheric
correction, for nominal values of Chl of 0.3 mgm ~3 (same situations as in panels (d)
to (f)). Panels (j) to (1): histograms of the relative error in 7, at 865 nm, for the same
situations as in panels (d) to (/).
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does not modify the TOA signals significantly. The function f(z,) (equation (13))
established for clear maritime atmospheres remains usable, even if the accuracy is a
little less (Ap(443) up to about +0.004). The detection skill of the model rapidly
increases with optical thickness, so that absorbing aerosols are identified in 60 to
80% of the situations examined when 1, > 0.2. The uncertainty introduced in the
detection of absorption by the assumption of a constant [ p, ]x(510) is negligible, as
shown in figures 9(a) to 9(c): the solid, dotted and dashed curves (black diamonds),
which result from the use of Chi=0.03, 0.3 and 3mgm ™3 respectively, are nearly
superimposed. The desert dusts were exclusively detected by the test at 705 nm in
only 3% of the cases, whereas only the test at 510 nm was positive in about 24% of
the remaining situations where dust was present. Both tests simultaneously identified
absorption in 73% of the situations examined. The same three percentages are
respectively 6, 24 and 70% for the continental aerosol, and 30, 21 and 49% for the
urban aerosol. As expected, the efficiency of the test at 705 nm improves as aerosol
absorption increases from 775 to 705 nm. The same conclusion is not so easily drawn
for the test at 510 nm: a large Angstrom exponent can be counterbalanced by a high
absorption, leading sometimes to moderate errors at this wavelength. Finally, it is
worth noting that the tests remain silent, as desirable, when there is no absorption
by aerosols (i.e. for the standard atmospheres previously tested).

If attention had not been paid to whether absorbing or non-absorbing aerosols
are present (i.e. no tests at 705 and 510 nm), the percentages of errors Ap(443) within
+2x1073 would have been only 8% for the desert dust, 32% for the continental
aerosol and 48% for the urban acrosol. When the tests are performed and the
additional look-up tables used, these percentages become 46, 64 and 63%, respect-
ively, and their distribution is as shown in figures 9(d) to 9(f). About one third of
the cases, however, lead to errors outside the +2 x 10~3 limit. These larger errors
correspond either to non-identification of the absorbing aerosol, or, when absorption
has been identified, to inadequate selection of the couple of aerosol models. Such
confusions are illustrated in figures 9(a) to 9(c) by the long-dashed curves (open
triangles), which represent the fraction of pixels for which absorption was detected
but an incorrect aerosol model was chosen. Ambiguities may indeed appear when
the ratios (ppam/p;) for several aerosol models are too close to one other.

When Chl=0.3mgm 3, 37% of retrievals are exact for the situations with desert
dust, 40% for the continental aerosol and 35% for the urban aerosol (figures 9(g)
to 9()). These percentages become respectively 36, 23 and 15% when Chl=
0.03mgm ™3, and 40, 48 and 45%, when Chl=3mgm 3 (not shown). In addition, a
bias of ~ —20% is observed for the higher chlorophyll concentration (as for the
clear maritime atmospheres).

The aerosol optical thickness at 865nm is retrieved without b1as Most of the
relative errors in 7,(865) are within +30% and often considerably less (figures 9(j)
to 9(1)). The results corresponding to the three aerosol assemblages, 7, = 0.05, 0.2,
0.5 and 0.8 (desert dust and the continental aerosol), or 7, =0.03, 0.1, 0.3 and 0.5
(urban aerosol) are summarized in table S.

The results obtained here for the ‘non- standard’ absorbing aerosols are not fully
satisfactory, yet they are significantly better than those obtainable in the absence of
detection of aerosol absorption. The situation with the urban aerosol and Chl=
3mgm™ is the only case that does mot show any improvement when the full
algorithm is used. In a few intermediate situations, the percentage of exact Chl
retrievals (in terms of Chl classes) is not much increased, whereas the median error
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Table 5. Absolute and relative errors in the retrieved aerosol optical thickness at 865 nm, for
the ‘non-standard’ aerosol assemblages, and the nominal values indicated for 7,(550).
The geometrical configurations pooled together for each case are as in figure 9.

7, =0.05 0.20 0.50 0.80 Total

Desert dust  Art, /7, within +30% 82 98 99 99 94
At, /t, within +15% 48 88 94 92 82
Az, within +0.05 — 97 82 70 84
Continental  Ar,/r, within +30% 92 96 99 99 96
Az, /7, within +15% 60 70 71 73 79
Az, within +0.05 — 95 70 60 175
7, =0.03 0.10 030 0.50 Total
Urban At, /1, within +30% 78 87 86 84 83
At, /7, within +15% 50 58 65 65 59
Ar, within +0.05 — — 65 52 58

is brought closer to zero. In fact, when the urban aerosol is excluded from the
candidate models, the correct aerosol type is always selected for the desert dust and
the continental aerosol. This observation indicates that the use of an aerosol climato-
logy could probably increase the skill of the algorithm by allowing the elimination
of a priori unlikely aerosols from the candidate models. An incorrect atmospheric
correction is sometimes detectable through negative water-leaving reflectances at
443nm. When these reflectances remain positive, the magnitude of the error at
510nm may indicate which pixels should not be considered in a computation of
chlorophyll concentration.

4. Sensitivity studies
4.1. Aerosol types and aerosol vertical distribution

The vertical structure adopted in the present work is derived from the observation
that aerosols are not confined within the marine boundary layer. The persistence of
a background of aerosols in the free troposphere and in the stratosphere is acknow-
ledged, mainly thanks to LIDAR measurements (e.g. Merrill et al. 1989, Browell
et al. 1995, Hoff et al. 1995). The rather simple sketch used for ‘standard’ maritime
atmospheres was obviously not intended to encompass all possible situations. The
maritime aerosol, for instance, is slightly different between the Pacific and Atlantic
oceans (Villevalde et al. 1994). Saharan or Asian desert dusts have different optical
properties, and their properties also evolve as a function of the time spent in the
atmosphere and distance from the sources. Desert dust is not only present in the
free troposphere, as it ultimately sinks into the ocean. Other peculiar situations could
be described, differing more or less from the standard representation adopted here.

Examining the impact of the vertical distribution of aerosols is relevant to the
case of absorbing aerosols, or, for non-absorbing aerosols, to the case where several
types of particles are present within different atmospheric levels. For a unique non-
absorbing aerosol, the path reflectance at the TOA level remains the same (at +0.5%)
whatever the vertical distribution of the aerosol, at least for realistic distributions
(e.g. see Antoine and Morel 1998). The peculiar case of stratospheric aerosols, either
particles of volcanic origin or thin cirrus clouds, was not considered (but see Gordon
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et al. 1997a, b), and the stratosphere remains unchanged in the situations which are
defined below (see also table 4):

(1)

(2)

(3)

(4)

(5)

(6)
(7)

In the free troposphere, the desert dust model of Schiitz (1980) is replaced
by the more absorbing dust-like aerosol component described in WCRP
(1986). This aerosol and the boundary layer aerosol (the maritime model
with RH=80%) are each responsible for half of the optical thickness, 1,,
which is set to 0.05 and 0.50 at 550nm. This combination illustrates a
situation where extinction by the aerosol in the look-up tables and extinction
by the actual aerosol have a similar spectral behaviour in the NIR, but
diverge for shorter wavelengths. ,

The continental aerosol within the free troposphere is replaced by an aerosol
whose particle size distribution follows a Junge law, with v =3, with refractive
indices of 1.33 (water) and 1.50 (continental particles), and with 7, =0.1 at
550nm. The maritime model, with RH=80%, is selected for the boundary
layer, with an optical thickness of 0.03 or 0.3 at 550 nm. This situation
corresponds to continental, non-absorbing, particles blowing over the ocean.
The urban model with small particles is replaced by a model with a larger
mode (Shettle and Fenn 1979). The constant background in the free tropo-
sphere remains as in the standard cases (clear atmospheres). This situation
is plausible over coastal waters, overlaid by air masses close to the source of
soot particles.

A moderately absorbing mixture of oceanic particles and desert dust (either
10 or 50% of the total particle number) replaces the pure maritime model in
the boundary layer. The constant background in the free troposphere remains
as in the standard cases (clear atmospheres). This profile would correspond
to the penultimate phase of desert dust, before sinking into the ocean.

A convective atmosphere is simulated by replacing the standard maritime
and continental aerosols within the boundary layer and free troposphere by
the same mixtures as in case (4), with a scale height of 3 km within the whole
troposphere. The total aerosol optical thickness is set to 0.05 and 0.3 at
550 nm.

As in (5), but with the urban aerosol within the whole troposphere (with
RH =80 or 99%).

The extension of the desert dust layer is reduced to 4km (between altitudes
2 and 6km), instead of 10km (2 to 12km) in the profiles previously used,
and with an optical thickness of 0.1 at 550 nm. Dust layers indeed tend to
narrow after a long transport over the ocean (Powell 1995). The boundary
layer aerosol is the maritime model with RH =80% and 7, =0.3 at 550 nm.

- These seven aerosol distributions have been used to simulate TOA total radiances
for 6, =20, 40 and 60°. The results of atmospheric correction applied to these peculiar
aerosols have been pooled together for all (6,, Ad) couples, as indicated in table 2;
they are presented in terms of Ap(443) in figure 10 and discussed below with reference
to the numbering used above.

(1)

Absorption is systematically detected when 7, =0.5, and less frequently when
1, =0.05. The increasing departure of [c(4)/c(865)] ratios with decreasing
wavelength between the two desert dust models (WCRP (1986) used for the
test and Schiitz (1980) in the look-up tables) leads to an over-correction at
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Figure 10. Histograms of errors in atmospheric corrections at 443 nm, for the sensitivity

(2)

studies about aerosol types and aerosol vertical distributions as indicated (numbers
in parentheses in the top left-hand corner of each panel refer to the numbering used
in the text (§4.1)). Results for various geometries and aerosol optical thicknesses were
pooled together in the construction of each histogram (see text).

443 nm, with mean errors in reflectances of about —0.004. These results
emphasize the need for a correct representation of the absorption properties
of the aerosols in the visible domain.

The situation is roughly the converse of that in (1), ie. an under-correction
with, however, a greater percentage of errors within +0.002. The largest
spectral dependency among the acrosols within the look-up tables is still
lower than that of the ‘Junge aerosol’ used here. Adding aerosols with a
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stronger scattering selectivity within the look-up tables (they are not repres-
ented here) would probably bring the bias observed here close to zero.

(3) The reasonably good results for the correction of the large urban aerosols
indicate that some uncertainty in the representation of the coarse mode of
the aerosol size distribution is probably acceptable (large particles have a
reduced impact on the reflectance in the visible to NIR region).

(4) With 72% of errors within +0.002, the atmospheric correction is accurate
when only a few absorbing particles are present in the boundary layer. The
correction is actually performed with the standard aerosol assemblages (no
detection of absorption).

(5) The high percentage of errors within +0.002 confirms that an exact repres-
entation of the vertical distribution of aerosols is not crucial as long as they
are not very highly absorbing.

(6) and (7) The same comment as above could be made, except that now the
aerosol is strongly absorbing. This result shows that some uncertainty in the
vertical extension of the absorbing aerosol layer does not lead to large errors
if the aerosol in the look-up tables is close enough to the actual one.

When the chlorophyll concentration is computed for the seven situations exam-
ined here, the percentages of exact retrievals vary from about 12 to 30% for Chl=
0.03mgm 3, from about 25 to 60% for Chl=0.3mgm 3, and finally from about 9
to 36% for Chi=3mgm 3. The aerosol optical thickness is wrongly retrieved in
situations (1) and (3) (large urban aerosols and desert dust model). For the five
remaining cases, the retrieved aerosol optical thicknesses at 865 nm are within +15%
of the actual values in 50% to nearly 100% of the situations.

In summary, when used with the full set of aerosol models and when provided
with the capacity of detecting absorption, the algorithm can provide water-leaving
reflectances with an acceptable accuracy in many situations that are not represented
in the look-up tables. This statement does not hold true when the actual aerosol
absorption in the visible (case (1)) or its spectral selectivity (case (2)) differ signific-
antly from those of the candidate models. In most cases an excellent accuracy is
preserved for the retrieval of the aerosol optical thickness. The pigment concentration
1s less accurately retrieved than-in the case of ‘standard’ absorbing aerosol assem-
blages (i.e. assemblages similar to those in the look-up tables). Nonetheless, the
overall performance of the algorithm remains acceptable and clearly better than that
obtainable with an algorithm not provided with the capability of detecting aerosol
absorption.

4.2. Atmospheric pressure

Changes in atmospheric pressure, P, around the mean value of 1013.25hPa
adopted in the present work are typically of about 2%. Over the oceans, values
above +2% of the mean are unrealistic, and values below —2% generally correspond
to overcast conditions. Ignoring these variations leads to significant errors in atmo-
spheric correction and in turn in pigment retrieval (Gordon et al. 1988a, b, André
and Morel 1989). In an aerosol-free atmosphere, the relative change Ap,/p, induced
by a change AP in pressure is close to AP/P, even if not strictly equal because of
multiple scattering effects (Gordon et al. 1988a, b). Within a compound atmosphere
containing molecules (optical thickness 1,) and aerosols (z,), the change in p,,y, is
not so simply connected to AP, and it can be interpreted via equation (11a). When
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7, is increased, the Rayleigh reflectance, p¥, as well as the reflectance due to heterogen-
eous scattering, pf, , tend to increase. In the meantime, however, the aerosol scattering
reflectance, p¥, decreases. To a certain extent, the increase in molecule concentration
‘masks’ the aerosol signal, at least if 7, is greater than 7,. The effect of AP/P on
Appam/Ppam thus progressively decreases when the contribution of 7, to the total
optical thickness decreases (i.e. when 7., defined as 7 /(r, +7,), decreases). When
AP/P= +2%, for instance, Ap,am/Ppan at 443 nm is about +1.5% when 7, is 0.05
(n. ~ 0.8), less than +1% when 7, is 0.3 (, ~ 0.4), and negligible at 865 nm when 7,
is 0.3 (5, ~ 0.05). The following empirical correction is then proposed to account for
the changes in atmospheric pressure

Prath =Ppan  [1+(AP/P)y,] (22)

where p,q, is the path reflectance for the standard pressure P, and pp,, is its value
for a pressure P'=P (1+AP/P). Using equation (22) allows the exact value of p,q,
to be retrieved within +0.5% (figure 11). If atmospheric pressure differs significantly
from the mean value (AP = 1 5hPa, for instance), equation (22) is used to correct
the measured value of p,,,, in the NIR, from P’ to P, before introducing it into the
algorithm. At this stage, 7, is still unknown and is taken from the surrounding pixels
(a £20% error on 7, does not appreciably degrade the accuracy of equation (22)).
The whole scheme is then operated by using the look-up tables generated for the
standard pressure, and the values of p,,, obtained in the visible domain are again
corrected, now from P to P’, by using equation (22) with the retrieved aerosol optical
thickness. This technique has been applied to the situations shown in figure 6, with
P =993 and 1033hPa (i.e. changing the standard pressure by plus or minus 2%),
and no degradation of the atmospheric correction accuracy occurred (not shown).
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Figure 11. Relative change (per cent) of the TOA path reflectance in response to relative
changes in atmospheric pressure, AP/P, of +2%, and displayed as a function of 7,
(solid curves). The conditions are: 8, =40°, maritime aerosol (RH=85%). The three
points on each curve correspond to the mean change for several geometries (6, from
0 to 60° every 4°, and A¢ =0, n/2 and =), and to three increasing values of 7., namely:
(1) A=865nm and 1,(550)=0.3; (2) A=443nm and 7,(550)=0.3; (3) A=443nm
and 7,(550)=0.05. The dotted curves show the relative errors in the path reflectances
after equation (22) has been used to calculate their values for a standard pressure
P=1013.25hPa from their values at P'=P (1+AP/P).
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4.3. Sea surface roughness

The relationship between (p,.m/p;) and 7, is likely modified when the sea surface
is not flat, and the curves shown in figure 3 may not be valid in this case. When
wind blows, whitecaps are one cause of changes in the TOA reflectances; correction
for the effect of whitecaps has not been examined here (but see Gordon and Wang
(1994 b) and Gordon (1997)). Sea surface roughness also changes the Sun glint
pattern as well as the fate of any diffuse photon interacting with the surface. The
latter effect has been examined (see also Gordon and Wang (1992a, b)), first by
assuming that the Sun glint reflectance has been previously calculated and subtracted
from the total reflectance. The effect of umdentlﬁed Sun glint contamination of the
signal is examined next.

Monte Carlo simulations have been carried out for atmospheres bounded by a
wind-roughened ocean, with facet slopes normally distributed, independently of the
wind direction. The probability density of surface slopes for the direction (8,, 6,, A¢)
is given by (Cox and Munk 1954)

1 _ 2
p(Hs,Bv,A¢)=Mzexp< t:f A ) (23)

where f is the angle between the local normal and the normal to the facet and o is
the root mean square of slopes and is a function of wind speed, W, through (Cox
and Munk 1954)

62 =0.003+512x10"3 W (24)

Shadowing effects are not accounted for in the Monte Carlo simulations. The glint
reflectance pg produced by such an interface can be expressed as

7 pr(w)
4 pg p, cos* /3

Several (pp.m/p;) versus 1, curves, obtained at 443 and 865 nm with the maritime
aerosol and ¢ =0 and 0.2, are displayed in figure 12, for 6, =36°, Ap==/2 and 6, =
12° (figure 12(a)) or 0,=57° (figure 12(b)). Here, pg has been calculated exactly
through equation (25), multiplied by e ~**/#s*1/#) and subtracted from p, to calculate
Ppatn- The same subtraction is performed for the Rayleigh reflectance (also simulated
for 6=0.2), so that (p,.m/p,) only contains ‘sky glitter’. The light field is more and
more diffuse as the wavelength decreases, or, for a given wavelength, when 6,
increases. The impact of a rough surface on the reflectances is accordingly reduced
in the visible, as compared to that in the NIR, and also when aiming at the ocean
at large viewing angles in the NIR (1=865nm). The curves obtained at =443 nm
are nearly superimposed when obtained either for 6=0 or for 6=0.2 because the
spatial redistribution of reflected photons cannot further increase the diffuse character
of the light field. On the contrary, the redistribution of radiances at 865 nm leads to
some changes in the slope of the (pp,m/p,) versus 7, relationship when 6, =12°.

Two, perhaps three, sets of look-up tables should thus be generated (for the f(z,)
function; equation (13)), in correspondence with W=0 and with moderate wind
speeds, probably around 5 and 10ms ™. Higher wind speeds are not to be considered
because the importance of the changes examined here would become much lower
than those due to whitecap reflectance. Switching from one set of look-up tables to

pG(es ’9v7A¢) = (os aev aA¢) (25)



MERIS 1909

10 T T T Y T
() 0, = 12°
8 A
A =865
O\ = 865
& 6F i
\'5
&
4r pg not corrected N
_ . ZeA=865
2+ --% i
T . 7\,4=Q443
hd ;—P—-'":' T 1 ! 1
0.0 0.1 02 0.3 04 . 05
TI
10 Y T T T T
o
)8, =57
8- i
A = 865
T 6F J
&
4+ ~
2r 4
A =443
-
el T T 1
0.0 0.1 0.2 03 04 0.5

Figure 12. The (ppam/p;) ratio at 443 and 865 nm as a function of 1, for 6, =36°, Ap =n/2
and 0,=12° (a) or 8,=57° (b). The aerosol is the maritime model for RH=80%.
Dotted curves are for a perfectly flat sea surface, and solid curves are for a wind-
roughened interface, characterized by o =0.2 (see text). The dashed curve in panel (a)
is also for 0=0.2, whereas the total reflectance (p . + pg) is erroneously used when
forming the ratio to p,, i.e. when the correction for Sun glint (pg) is not made.

another, or interpolating between them, must rely on knowledge of wind speed,
available either from other sensors, or from meteorological centres.

The above sensitivity study assumes that the Sun glint reflectance, pg, has been
correctly estimated and subtracted from the total reflectance before applying the
atmospheric correction. This step is mandatory to the extent that the relationship
(Ppatn/p;) versus 1, is deeply modified if actually estimated with p, (ie. ppam plus a
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non-identified contribution of pg) instead of p,,, (dashed curves in figure 12). Even
with an exact knowledge of wind speed, existing models cannot actually provide an
accurate value of pg in the area of maximum Sun glint (A ~ =, 6, ~86,). The
reflectance pg there is much greater than the path reflectance, so that no attempt to
perform the correction should be made within this area. For some other geometries
around maximum Sun glint, the TOA total reflectance may still contain some
photons directly transmitted through the atmosphere before and after reflection on
a wave facet (‘residual Sun glint’; pg is then less than a half of p,,,). If the value
of pg for these geometries is not calculable accurately, it should nevertheless be
computed at least in view of identifying those pixels possibly affected by specular
reflection. The identification could rely on a threshold, either on pg (e.g. Gordon
1997), or on the ratio pg/ppam (for instance 0.5). For these pixels, atmospheric
correction either would not be performed, or would be carried out and a flag raised.
Note finally that ignoring the effect of shadowing on the Sun glint pattern, as done
in the present work, can only lead to significant errors for grazing viewing direction
and Sun illumination (i.e. for large 6, and large 6, values and A¢ around =). This
geometrical configuration, where p; anyway becomes small, actually does not occur
along a MERIS track (maximum 6, ~ 40°).

5. Discussion

An algorithm for atmospheric correction of ocean colour observations has been
devised. Its principle rests on the observation that the relative increase in atmospheric
path reflectance, due to the progressive introduction of a given aerosol within a
molecular atmosphere, can be unambiguously related to the optical thickness of this
aerosol (equation (13)). Such relationships, established for a set of aerosol models
and used at two NIR bands, allow a couple of aerosol models to be identified as the
closest to the actual aerosol assemblage. The atmospheric signal is thus estimated
in the NIR and can be extrapolated toward the visible part of the spectrum. The
approach to this problem of atmospheric correction is essentially the same as those
adopted for several new multiple scattering algorithms, and was originally initiated
by Gordon and Wang (1994a, b). The present algorithm, implemented as described
in this paper, can cope with various situations as regards aerosol type and vertical
structure. Tests and sensitivity analyses, making use of pseudo data obtained from
radiative transfer simulations, are encouraging to the extent that the accuracy
required to retrieve pigment concentration correctly is met in many situations.

In the atmospheric correction scheme proposed here, however, several steps rely
on models, namely: (1) Monte Carlo simulations of the radiative transfer; (2) aerosol
models used in these simulations; and (3) the bio-optical model used to select the
[ pwIn(510) value. Therefore, the success of the scheme depends on the validity of
the models used and especially on the data introduced into these models (e.g. the
aerosol models).

Concerning radiative transfer in the atmosphere, the first condition is, in principle,
fulfilled (see Mobley et al. 1993). The data used as input to simulations, however,
are necessarily simplifications of nature (this is particularly true for aerosol types
and vertical distributions) or are constant and discrete values (ie. wind speed,
atmospheric pressure). Sensitivity studies were therefore mandatory. They were car-
ried out and their results found to be satisfactory. These studies, however, also make
use of aerosol models—always questionable in terms of representivity. The size
distributions and refractive indices of these models were derived from measurements
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and laboratory studies and some of these models have been partly validated against
measurements (Schwindling 1995). In some situations, however, they could turn out
to be insufficiently representative of real aerosols. Does it therefore make sense to
base an algorithm on look-up tables generated for about thirty aerosol assemblages,
while much more are possibly encountered over the ocean, especially in coastal
zones? The answer is positive when considering the results of the various tests
performed here. In a way, the about thirty aerosol assemblages capture the essential
features of possible spectral dependencies of aerosol extinction. As a consequence,
when the actual aerosol type is not represented within the database, the correction
remains possible and an acceptable accuracy is preserved. The same conclusion is
reached about the representation of the vertical distribution of absorbing aerosols,
which, besides the choice of relevant aerosol models, is also critical for the success
of the algorithm.

Use of Mie theory also introduces some uncertainty as regards the estimated
aerosol volume scattering functions. It is now confirmed that these functions are
quite different for non-spherical particles and the equivalent spherical particles,
especially at side-scattering and backscattering angles (Mishchenko et al. 1997). This
problem exists for dust-like aerosols but is probably less critical for oceanic aerosols.

Improvements in the present algorithm implementation, as regards the repres-
entivity of aerosol models, would probably consist of using measured optical proper-
ties for aerosols rather than modelled ones and also trying to take advantage of
LIDAR vertical profiling. Along the same line, the use of aerosol climatology could
also prove useful in order to avoid totally irrelevant aerosol selections. Regional or
global distributions of aerosol types and aerosol optical thickness have indeed been
generated recently, either from Advanced Very High Resolution Radiometer
(AVHRR) historical observations (e.g. Husar et al. 1997, Stowe et al. 1997, mapping
of optical thickness), or from METEOSAT observations (Moulin et al. 1997, mapping
of Saharan dust), or from Nimbus-7 TOMS observations (Herman et al. 1997,
mapping of UV-absorbing aerosols). These possibilities mean that atmospheric cor-
rection would evolve towards the use of an a priori rough knowledge of the actual
aerosol distribution and type.

The success of the tests performed at 510 and 705 nm depends on the validity of
the bio-optical model used to define the thresholds of these tests. If the oceanic
reflectance at 510 nm is actually more variable than has been assumed here, the test
carried out at this wavelength, and hence the correction of the visible observations,
will no longer be possible when absorbing aerosols are present. It is also conceivable
that, in some instance (e.g. detached coccoliths), the marine signal at 705nm is
significant, so that erroneous answers will be given by the test at this wavelength.
An increase of the thresholds used in the tests at 510 and 705 nm might be necessary
to adjust the algorithm to applications in the real world.

Several aspects of radiative transfer in the ocean—atmosphere system have been
neglected in the present work, for they do not bear upon the principle of the
algorithm. The involved phenomena could have, however, an impact on the accuracy
of the atmospheric correction. They include, not exhaustively, the presence of white-
caps (but see Gordon and Wang 1994b, Gordon 1997), polarization of the TOA
radiances (Gordon et al. 1988a, b, Gordon 1997), or the impact of the bidirectionality
of oceanic reflectance on the diffuse transmittance (Yang and Gordon 1997).

In summary, the proposed algorithm seems able to perform an accurate atmo-
spheric correction over most oceanic areas, as suggested by the results of the tests
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and sensitivity studies carried out in the present work. These studies, however
detailed they may be, cannot substitute for the use and test of the algorithm in actual
conditions. This is one reason why calibration and validation of the sensor-plus-
algorithm system are crucial for the development of MERIS and related algorithms
(e.g. see Clark et al. 1997, Kishino et al. 1997).

All tests and sensitivity studies have indeed been carried out in the present paper
as if there was no calibration error. This situation is obviously unrealistic—several
arguments can, nevertheless, temper this observation. First, the pseudo data generated
from Monte Carlo simulations of the radiative transfer, and to which the algorithm
was applied, typically carry a noise of about +2%. Such a noise is actually compar-
able to the radiometric accuracy (relative to the Sun) expected for a sensor like
MERIS (Rast and Bézy 1995), at least after vicarious calibration has been performed.
Therefore, the tests performed in the present work illustrate, to a certain extent, the
results expected from an instrument affected by a random radiometric noise of +2%.
Second, the sensitivity studies to environmental parameters (vertical distribution of
aerosols, state of the air—sea interface, etc.) can also be seen as just the application
of a more or less randomly generated set of calibration errors in various bands, so
that the problem of unpredicted changes in calibration is already dealt with. Things
actually become more complicated because the sign of calibration errors may change
with wavelength, even if it is reasonable to expect errors of the same sign at all
wavelengths after vicarious calibration (Gordon 1997). In effect, it is reasonable to
expect a 2% accuracy, under the proviso that careful in-orbit calibration of the
sensor-plus-algorithm system is performed throughout the sensor’s life (e.g. Clark
et al. 1997).

Another side of the crucial problem of calibration, which was sorely experienced
with the CZCS, is related to the possible long-term degradation of the calibration.
In principle, MERIS, like most of the new-generation sensors, is equipped with
appropriate devices that should allow any subtle change in the radiometric perform-
ances to be monitored. In the case of MERIS, flat, Sun-illuminated, white Spectralon®
diffuser plates are to be used. One of these plates is to be used at each orbit, the
other one being deployed on a few, well spaced in time, occasions, in order to prevent
its degradation and thus to control the stability of the response of the first diffuser.
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Abstract

An algorithm is presented, which is designed to identify blue-absorbing aerosols from near infrared and visible remote-sensing
observations, as they are in particular collected by satellite ocean color sensors. The technique basically consists in determining an error
budget at one wavelength around 510 nm, based on a first-guess estimation of the atmospheric path reflectance as if the atmosphere was of a
maritime type, and on a reasonable hypothesis about the marine signal at this wavelength. The budget also includes the typical calibration
uncertainty and the natural variability in the ocean optical properties. Identification of blue-absorbing aerosols is then achieved when the error
budget demonstrates a significant over-correction of the atmospheric signal when using non-absorbing maritime aerosols. Implementation of
the algorithm is presented, and its application to real observations by the MERIS and SeaWiFS ocean color sensors is discussed. The results
demonstrate the skill of the algorithm in various regions of the ocean where absorbing aerosols are present, and for two different sensors. A
validation of the results is also performed against in situ data from the AERONET, and further illustrates the skill of the algorithm and its

general applicability.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction

Recent studies based on the use of satellite remote
sensing observations have estimated that 230 Mt of dust are
transported annually from Africa to the inter Tropical
Atlantic ocean (Kaufman et al., 2003) and that 252 Mt of
dust are emitted, mostly between March and May, from
Asian deserts to the north Pacific ocean (Gong et al., 2003).
Other regions of dust emissions toward the ocean are
Arabia and Australia (e.g., McGowan et al., 2000). This
dominance in the total aerosol transport over the oceans
(D’Almeida, 1986) is one of the reasons for the interest
taken in the study of desert dusts, the second reason being
their potential effect on the radiative budget and climate of
the whole planet (e.g., Charlson et al., 1992; Li et al., 1996;
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Sokolik & Toon, 1999; Tegen et al., 1996). Large-scale
effects are indeed expected because these dusts, in
particular when coming from the Sahara or from Asian
deserts, concern extended regions far from their sources
(e.g., Li et al., 1996; Prospero & Carlson, 1972; Savoie &
Prospero, 1977).

The two opposite and direct effects of these aerosols are
the scattering of solar radiation back to space, i.e., a cooling
effect, and the absorption of solar and Earth radiation in the
lower atmosphere, i.e., a heating effect (Brooks & Legrand,
2000; Levieveld et al., 2002). Other radiative effects of dust
aerosols are indirect, via their role as cloud condensation
nuclei (Levin & Ganor, 1996) and via their effect on the
photolysis rates of ozone (Bian & Zender, 2003). The
balance of these effects is still controversial (IPCC, 2001),
mostly because the absorption properties of these acrosols
are insufficiently known, but also because their large scale
distribution, their vertical repartition, and their seasonal
variations are not enough characterized.
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In a more controversial way, sand particles could either
fertilize the upper oceanic layers by releasing nutrients
adsorbed onto their surface (e.g., Donaghay et al., 1991,
Duce & Tindale, 1991; Ridame & Guieu, 2002), or on the
contrary deplete surface waters of phosphorus—one of the
nutrients allowing phytoplankton growth-by carrying it
away through adsorption and sinking (Krom et al., 1991).
Dust also carries iron to the ocean, which might have a
significant role in the areas where this micro-nutrient is
missing, thus sustaining higher photosynthesis rates than
possible without this aeolian input (e.g., Gao et al., 2001).
This hypothesis was recently illustrated by the observation
of parallel evolutions of aerosol optical thickness and
chlorophyll concentrations at the daily scale in the south
of Australia (Gabric et al., 2002). The characterization of the
dust properties and of its distribution at global scale is
therefore crucial to understand their role not only on the
Earth radiative budget but also on the global biogeochem-
ical cycles.

Identifying desert dust occurrences over the ocean and
quantifying the associated burden are accordingly important
missions that can be assigned to the new-generation ocean
color sensors, which are recording the Earth reflectance in
the visible and near infrared at the top of the atmosphere
(TOA), in parallel to more aerosol-oriented missions such as
the POLDER (Deschamps et al., 1994), the MODIS
(Salomonson et al., 1992) or the PARASOL (http://
smsc.cnes.fi/PARASOL/).

A simple algorithm is proposed here in order to detect
blue-absorbing (usually dust) aerosols from visible and near
infrared remote sensing observations, such as those carried
out by ocean color sensors. It is based on the use of one
wavelength in the visible domain (around 510-520 nm) and
of two wavelengths in the near infrared between 750 and
900 nm. The purpose of this technique is not to characterize
in details the dust aerosols, which would probably
necessitate the use of a larger number of spectral bands in
several domains of the e.m. spectrum (King et al., 1999).
The objective here is to detect the presence of absorption in
the visible domain, in order to allow a mapping over the
ocecan of this important characteristic of the aerosols.
Reaching this qualitative objective would be an important
achievement as regards the general questions of today’s
aerosol science.

Basis for the proposed algorithm are to be found in
Antoine and Morel (1998, 1999), where an atmospheric
correction algorithm designed for the new-generation
ocean color sensors was presented. At that time the effort
was concentrated towards improving the atmospheric
correction of the visible bands in nominal situations
(maritime atmospheres), in particular by accounting for
multiple scattering, and the detection of special types of
acrosols was just sketched out. The focus is now on the
dust detection, the atmospheric correction of all visible
bands that are used for interpreting the ocean color signal
being here a secondary objective. The aim is to end up

with an operational method that might be applicable to
most of the ocean color sensors presently in orbit or
planned in a near future, in order to advantageously
complement other existing techniques that are applied to
other types of remote sensing observations to detect
absorbing aerosols, such as spectral observations in the
UV domain (TOMS sensor, Herman et al., 1997), broad-
band observations in the visible (METEOSAT; Moulin et
al., 1997), two-channel observations in the visible
(AVHRR; Higurashi et al., 2000; Husard et al., 1997;
Stowe et al., 1997), and observations within the sun glitter
(Kaufman et al., 2002a).

After a brief reminder about the optical properties of
desert aerosols and of oceanic Case 1 waters, the principles
of the method developed to detect aerosol absorption is
presented and its practical implementation is described.
Then the algorithm is calibrated and tested by using
simulated data, before tests are performed on real
observations from two ocean color sensors, i.e., the
SeaWiFS launched by NASA in September 1997 (Hooker
et al.,, 1992) and the MERIS launched by ESA in March
2002 (Rast & Bézy, 1995; Rast et al., 1999). Finally, a
validation is performed against in situ data taken from the
“Aerosol Robotic Network” (AERONET; Holben et al.,
1998, 2001).

2. Background

To detect absorbing dust aerosols over the ocean, one
must know the optical properties of both the ocean and the
aerosols, as well as the effect of these aerosols on the
TOA signal recorded by a satellite borne sensor. An
extensive literature exists about ocean Case 1 waters
optical properties and their modeling (e.g., Garver &
Siegel, 1997; Gordon et al., 1988; Morel & Maritorena,
2001; Morel & Prieur, 1977), about dust optical properties
(e.g., D’Almeida et al., 1991; Haywood et al., 2001;
Shettle & Fenn, 1979; Tanré et al., 2003) and about their
effect on the TOA reflectance (e.g., Kaufman, 1993;
Smirnov et al., 2002).

Therefore only specific aspects are briefly reminded
below, in the somewhat bounded envision that is specifi-
cally needed to understand the rationale of the proposed
algorithm. The quantity that will be used across this paper is
the reflectance, defined as follows:

,0(/1, QS79WA¢) = nL(/I,GS,HV,Ad))/ES(/l)uS (1)

where L is radiance (either at the TOA or just above the sea
surface; W m 2 nm ! srfl), Eg is the extraterrestrial
irradiance (W m~2 nm "), 6, is the sun zenith angle (cosine
is pg), 0, is the satellite viewing angle, and A¢ is the
azimuth difference between the half vertical plane contain-
ing the sun and the pixel and the half vertical plane
containing the satellite and the pixel. Because 7 carries the

unit of steradian, the reflectance p is dimensionless.
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2.1. Dusts optical properties

Aerosol optical properties are determined by the size
distribution and the chemical composition of the particles,
hence by their refractive index. Typical values of these
parameters are briefly recalled below in the case of mineral
dust.

The particle size distribution of dust aerosols is best
represented by the combination of two modal distributions,
with a coarse mode around 2 pm (Dubovik et al., 2002), the
representation of which being heavily dependent upon wind
speed and distance from the source (e.g. Alfaro & Gomes,
2001; Sokolik et al., 1998), and an accumulation mode
around 0.2 pm. Three modes have been also used in other
studies (Moulin et al., 2001). With a significant proportion
of large particles (large with respect to the wavelengths in
question here), the resulting scattering coefficient has a
weak spectral dependency from the near infrared to the
visible, with an Angstrom exponent over this spectral
domain usually below 0.5 and sometimes close to zero.
Would the largest particles be removed from the acrosol, for
instance after a long transport over the ocean, the spectral
dependency would come closer to what is typical of non-
absorbing aerosols mostly made of sub-micron particles,
with Angstrom exponents up to 1. This is shown on Fig.
1(a), where normalized scattering coefficients are displayed
for maritime and dust aerosols.

Desert dusts have in common a dominant fraction of
quartz and clay (in terms of mass), a non-hygroscopic
character, and nearly no carbon (e.g., Longtin et al., 1988).
The real part of the refractive index is accordingly little
varying in the visible domain, where it is about 1.5-1.6
(Longtin et al., 1988; Sokolik & Toon, 1999), whereas a
wide range of values are possible for the imaginary part of
this index, hence for the single scattering albedo w, (Fig.
1b). These changes in the imaginary part are produced in
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particular by the varying contribution of quartz and hematite
(iron oxide), the latter being usually embedded in quartz
crystals (Sokolik et al., 1993), which are linked to the
various origins of the particles (Sahara, Gobi, Arabia, etc.).
Defining a typical model for desert dust is therefore always
a compromise (e.g., see Moulin et al., 2001), and sensitivity
studies are mandatory, for instance to assess the response of
the remotely sensed dust optical thickness to changing
properties of the actual dust.

From these particle size distributions and refractive
indices, the absorption and scattering coefficients are
usually computed following MIE theory, and this is what
has been done here. It is noteworthy that doing so is
questionable since desert dust particles are non spherical
and of irregular shapes (Kalashnikova & Sokolik, 2000;
Mishchenko & Travis, 1997). Approximating these par-
ticles by spheroids and using for instance T-Matrix
calculations would allow more realistic volume scattering
functions to be derived for the dust aerosols, which is of
high relevance for the determination of the optical thick-
ness, yet of poor relevance to the problem examined here,
i.e., the detection of absorption in the visible. This
detection is rather relying on the correctness of the spectral
dependence of scattering.

What must be kept in mind from Fig. 1 is that the
range of values for the spectral dependency of the
scattering coefficient is small in the near infrared, and
that maritime and dust aerosols behave quite similarly in
this spectral domain. Therefore, observations in the near
infrared are of little help in identifying absorbing
aerosols. On the contrary, the single scattering albedo in
the visible is markedly different for non-absorbing
maritime aerosols and absorbing dusts. This difference
has a strong impact on the remote sensing signal, so the
visible domain is the one where absorbing aerosols are
possibly identified.
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Fig. 1. (a) Aerosol scattering coefficient normalized at 865 nm for various aerosol models, as indicated. (b) Visible to near infrared aerosol single scattering

albedo for the same models than in (a) (Schiitz, 1980).
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2.2. Effect on the top-of-the-atmosphere (TOA) signal

Illustration of the effect of absorbing dust on the TOA
signal is provided in Fig. 2. The acrosol reflectance, actually
approximated by the difference between the total minus the
Rayleigh reflectance, is plotted in the principal and
perpendicular planes as a function of the viewing angle,
for a maritime aerosol with a relative humidity of 80%
(Shettle & Fenn, 1979) and a dust aerosol (BDS1 model,
Moulin et al., 2001), both for an optical thickness of 0.2 at
550 nm. Simulations were carried out for solar zenith angles
of 20° and 60° and for the wavelengths 510 and 865 nm.

Because the optical thickness is the same the signals in
the near infrared are close (bold continuous and dashed
lines). Differences, however, are observed in the solar and
anti solar planes, for viewing directions where the formation
of the signal mostly involves the forward and backward
parts of the aerosol volume scattering function, i.e., the ones
that are the most dependent on the particle size distribution.

In contrast, the aerosol reflectances in the visible (510
nm) are very different for both aerosols (thin continuous and
dashed lines); they are larger than in the near infrared for the
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maritime aerosol whereas the converse holds for the dust
aerosol (nearly flat spectral dependency). The reflectances
evolve in opposite directions for the two types of aerosols,
and the difference is larger for lower sun elevations
(compare upper and lower panels of Fig. 2), which is due
to the reinforcement of absorption effects by increased
multiple scattering. The difference is also increasing as the
optical thickness increases (not shown), with, however, a
kind of saturation level for the reflectance of dust that is
reached when optical thickness becomes large (e.g., Moulin
et al., 2001).

As far as ocean color observations are concerned, the
near infrared domain is where candidate aerosols are
selected for the atmospheric correction of the visible bands,
usually among predefined sets of representative non-
absorbing maritime aerosol models. Selecting such models
will end up in an over-correction of the signal in the blue
bands when dusts are present, due to the rapid decrease of
the reflectance with decreasing wavelength, as a result of the
increase of absorption (Fig. 1b). This effect is reinforced by
multiple scattering at short wavelengths. Detecting aerosol
absorption therefore necessitates looking into the visible

1.000 — 1.000
0.500 Ap=0 AQ=Tt Ap=1d | 0500
dust 865nm mar 865nm
0.200 — — 0.200
S dust 510nm mar 510nm
<|3- 0.100 —0.100
& 0.050 — 0.050
0.020 — 0.020
0.010 —0.010
0.005 - 0.005
I [ I I I I I [ I I I I I I I I [ I
70 60 50 40 30 20 10 0O 10 20 30 40 50 60 O 10 20 30 40 50 60 70
1.000 — 1.000
0.500 A=0 Ap=m Ap=m2 - 0.500
0.200 — 0.200
4 0.100 - 0.100
I
& 0.050 - 0.050
0.020 —0.020
0.010 — 0.010
0.005 — — 0.005
[ [ [ [ [ [ [ [ [ [ [ [ [ [ [ [ [ [

70 60 50 40 30 20 10 O

0,

10 20 30 40 50 60

0 10 20 30 40 50 60 70

6, 6,

Fig. 2. Aerosol reflectance, approximated as the difference between the total and the Rayleigh reflectance, as a function of the satellite viewing angle, and in the
solar (A¢=0), antisolar (A¢=n) and perpendicular (A¢=n/2) planes. The top and bottom panels are for a sun zenith angle of 20° and 60°, respectively. The
bold lines are for A=865 nm, with the continuous line for the dust (BDS1 model; Moulin et al., 2001) and the dashed line for the maritime aerosol (for
RH=80%, Shettle & Fenn, 1979). The thin lines are for =510 nm, again with the continuous line for the dust and the dashed line for the maritime aerosol.
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domain. The ocean reflectance in the visible, however, aerosols, which necessitate looking at the visible part of the
experiences large changes with the various water constitu- spectrum for their possible identification. In most part of
ents, which are unknown when the atmospheric correction is this spectral domain, however, the large changes in R(/)
attempted. It is now examined how to circumvent this caused by the changes in Chl, at least a factor of 10 at 440
difficulty. nm, impair the detection of subtle changes in the atmos-
pheric path reflectance due to absorption by aerosols. This is
2.3. The hinge point of ocean optical properties in Case 1 true in particular in the blue, where both aerosol and
waters phytoplankton absorption would be maximum. Therefore a
compromise is needed, which is precisely found in the 510—
Oceanic Case 1 waters are exclusively considered here; 520 nm domain, where the effects of aerosol absorption are
they have been defined (Morel & Prieur, 1977) as those not maximum but where the changes in the water
waters where the inherent optical properties are fully reflectance are minimum.
determined, besides sea water itself, by phytoplankton and Knowing that R is, to the first order, proportional to
the ensemble of particles and dissolved substances that are backscattering and inversely proportional to absorption, the
associated to them. The key to the determination of the roughly parallel evolutions of these two inherent optical
optical properties in these waters is their covariance with the properties around 510 nm explains the relative steadiness of
chlorophyll concentration, Chl, which allowed general laws R at this wavelength. A bit farther into the green domain
to be derived where Chl is used as the sole index of the (about 550 nm), phytoplankton absorption is minimal and
optical properties. This is true in particular for the irradiance the changes in backscattering dominate, ending up with an
reflectance, R(4), the spectral changes of which being increase of R with increasing Chl. A bit farther into the blue
referred to as the ocean color, and which is the ratio of the (around 490 nm for instance), i.e., coming closer to the main
upwelling to downwelling irradiances at null depth (i.e., just absorption peak of Chl at 440 nm, absorption dominates and
below the sea surface). R is rapidly decreasing with increasing Chl. These opposite
The specific feature of R(1) spectra that is used here is evolutions are the basis of the quantification of Chl from the
referred to as the “hinge point” (Clarke et al., 1970), which reflectance spectrum.
is located around 510-520 nm and where R is precisely little Therefore, the basic assumption onto which the proposed
varying with Chl (insert in Fig. 3). The usefulness of this algorithm is based is that R(510) can be considered as an a
peculiarity clearly appears when considering what has been priori known constant, accompanied by a typical uncer-
stated before about the optical properties of absorbing tainty. The mean value of R(510) and its uncertainty (at 1)
101
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Fig. 3. Diffuse reflectance of the ocean at 510 nm, R(510), as a function of the chlorophyll concentration, Chl. Reflectance values measured at sea in Case 1
waters are shown as symbols, pooling together data from cruises in various regions of the ocean: Galapagos, Caribbean and Sargasso Sea (Tyler, 1973),
northeast Atlantic off Mauritania (MEDIPROD group, 1976), Pacific (OLIPAC in 1995; PACIPROD in 1987). The SEABAM data set (O’Reilly et al., 1998) is
also included. The shaded area corresponds to the mean of these in situ data plus or minus one standard deviation (i.e., 0.025 and 0.007). The curve has been
obtained from the model of Morel and Maritorena (2001), with a sun zenith angle of 30°. The same model has been used to draw the curves shown in insert,
illustrating the large changes of the reflectance in the blue and green domains with the chlorophyll concentration, and the minimal change of this reflectance in
the 510-520 wavelength range (the different curves are separated by a 0.3 increment in log(Chl)).
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have been computed from the data displayed in Fig. 3; they
are respectively equal to 2.3x1072 and 7x10°. When
expressed in terms of the directional reflectance above the
sea surface, p., which is about half the below-water
reflectance (R), these values translate into a mean p,,(510)
of about 1.2x107% and a a(p,,) of about 3x107>. These
values are confirmed when examining global monthly
composites of the ocean reflectance such as those produced
from the SeaWiFS observations. The reflectance of the
ocean being known, the error in the atmospheric correction
can be determined (see later on for details).

It is however known that ocean optical properties are
locally diverging from the mean values that would be
predicted by general bio-optical models (e.g., Gordon et al.,
1988; Morel & Maritorena, 2001). Using a single mean
value for p,(510) is therefore probably unwise. It can be,
however, easily foreseen to produce a global, seasonally
varying climatology of this quantity, for instance from the
global ocean color observations of modern sensors. Using
this type of information would allow to reinforce the
capability of the algorithm to detect aerosol absorption
irrespective to the area of interest.

3. Algorithm description
3.1. Outline of the algorithm structure

The algorithm proposed here basically relies on the
atmospheric correction scheme that was proposed for the
MERIS ocean color observations (Antoine & Morel, 1998,
1999), and which is briefly recalled below.

Reflectances at the TOA level are hereafter considered in
absence of wind-generated oceanic whitecaps or foam, and
for viewing directions out of the sun glint (i.e., the direction
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of specular reflection of sunrays by a more or less wavy
interface). The total reflectance at the top of atmosphere
level, py, is therefore

Pe = Ppath T d Py, (2)

where ppan is the atmospheric path reflectance and 7 is the
diffuse transmittance along the pixel-to-sensor path. The
reflectance p . is formed by all photons reaching the TOA
after several scattering events in the atmosphere, to the
exception of those who entered the ocean. Atmospheric
correction is the estimation of p ., which requires that the
contributions of scattering by aerosols, denoted p,, and
molecules, denoted p,, be quantified.

It was shown that the [ppam/p.] ratios are monotonic
functions of the aerosol optical thickness, 7, and are
unique for a given aerosol and geometry (Antoine & Morel,
1998). They allow an aerosol type to be selected among
several predefined models, by using Lookup tables (LUTs)
generated from radiative transfer simulations (see later on
for details about these computations), and which contain
the coefficients of the quadratic relationship between the
ratio [ppam/0r] and t,, for several aerosol models, geo-
metries, and all relevant wavelengths. Although linearity
between [ppam/p:] and 7, is often observed for moderate
values of 7, (<~0.5), a quadratic expression is used to
account for the decrease in the rate of change of [ppam/p+]
as a function of 7, (with a kind of saturating behavior for
extreme values of 7,).

Briefly, the scheme (see Fig. 4) starts with computing the
ratio of the path reflectance, p,.m, as measured by the sensor
at two wavelengths in the near infrared (4jg; and As,
where there is no marine signal) to the reflectance of a pure
Rayleigh atmosphere at the same wavelengths, p,. The latter
is simply obtained from pre-computed values. Because
multiple scattering effects depend on the aerosol type,
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Fig. 4. Schematic diagram of the initial steps of the atmospheric correction, where a couple of candidate acrosol models is selected on the basis of the [p pam/p:]

ratio (see text).
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several values of 7,(Ar;) are compatible with the value of
[Ppa/p:] at Ziry, and each one corresponds to a given
aerosol model. This set of 7,(Ar;) values is then converted
into the equivalent set at A1r,, by making use of the spectral
attenuation coefficients of each aerosol. To these 7,(4ir>)
values correspond several values of the ratio [ppaw/p:] at
Ar2, Which differ according to the aerosol type. Comparing
this set of values to the actual ratio [ppam/p:] at Zir> allows
the two aerosol models which most closely bracket the
actual [ppam/p.] ratio to be selected. The remaining steps of
the algorithm rest on the assumption that the mixing ratio
that is derived by this way is invariable with wavelength
(Gordon & Wang, 1994). It is then possible to estimate
[ppatn/ P+ for the visible wavelengths from its values at Aro
and Ary, provided that the relationships with 7, have been
previously established for the appropriate wavelengths.
Atmospheric correction of the visible observations is
achieved by re-multiplying the ratio [ppam/p;] by the value
of p,, leading t0 ppam, and therefore to the marine
reflectance. The aerosol optical thickness is obtained at
each wavelength as the weighted average of the two values
corresponding to the selected couple of aerosol models,
again using the mixing ratio obtained from the near infrared
bands.

The accuracy of such a multiple scattering algorithm has
been shown to be of about £0.002 in reflectance in the blue.
The reader is referred to Antoine and Morel (1998, 1999) for
further details about the algorithm.

3.2. Detection of aerosol absorption

After atmospheric correction, reflectance errors exceed-
ing the £0.002 limit in the blue occur when absorbing
aerosols are present within the atmosphere (Gordon, 1997),
except if their presence and their optical properties would be
both a priori known and a specific LUT generated for that

peculiar aerosol. Quantifying this error is the basis of the
algorithm proposed here.

In order to separately identify absorbing dust aerosols
and non-absorbing oceanic aerosols, atmospheric correction
is performed at first with a limited set of aerosol models,
supposedly representative of standard maritime atmospheres
only. Making an assumption on the oceanic reflectance at
510 nm, the error in atmospheric correction is obtained at
this wavelength as the total reflectance measured by the
sensor minus the path reflectance estimated with the
maritime models minus the adopted mean value for the
ocean reflectance:

Ap(s 10) = pt(510)measured - ppath(SIO)estimated - tdpw(SIO)'
3)

If this error is negative and below a predefined threshold
(see later on for the determination of its value), it is an
indication that pp,n has been overestimated when using
non-absorbing aerosols, and is a footprint of aerosol
absorption.

The correction is then again performed by using specific
LUTs, constructed using several dust models, until a model
is selected as being the one leading to the minimum error at
510 nm. The overall logic is illustrated on Fig. 5. It is also
noteworthy that the estimation of Ap(510) includes several
uncertainties, namely the possible calibration error on
0d(510)measureds the inherent accuracy of the atmospheric
correction for maritime aerosols that translates as an
uncertainty on ppun(510)esimateas and finally the possible
error on f4p(510) that may arise because of the natural
variability of the marine reflectance at this wavelength.

This method is therefore based on a preliminary detection
of absorption before trying to infer a dust model and then to
derive the optical thickness from the path reflectance. In that
sense it is different from other methods previously published

| Elimination of cloudy pixels (tests on the reflectance at 412 and 865 nm) ‘

First-step atmospheric correction
with maritime aerosols only
uses [ P,/ P,] in the NIR + LUTS

==> the best candidate models are selected
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Fig. 5. Diagram of the overall logic of the algorithm.
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(e.g., Dulac et al., 1996; Jankowiak & Tanré, 1992; Moulin
et al., 1997), which implicitly assume the presence of
absorbing dusts. The present algorithm can be applied in a
routine and global processing of ocean color, without the a
priori knowledge of the area that is actually observed, and it
allows in principle to detect whether a plume of high aerosol
optical thickness is made of absorbing or non-absorbing
aerosols.

4. Practical implementation
4.1. Aerosol models and their vertical distribution

Before presenting the properties of the aerosol models
that were used when implementing the algorithm, it must be
reminded that the first step of this algorithm, i.e., the
detection of absorption at 510 nm, is independent of the dust
model that is possibly used in a second step where
atmospheric correction of visible bands would be the
objective. Besides the assumption on the marine signal,
the detection capability depends only on the initial set of
aerosol models onto which the initial correction of the 510
nm band is based. The optical properties of the maritime
types of aerosol are, however, much less varying in the
natural environment than it is observed for the dust-like
aerosols (see, e.g., Holben et al., 2001), and some validation
of their optical properties have been already reached
(Schwindling et al., 1998; Smirnov et al., 2003).

Therefore, important parameters of the implementation
are the background maritime aerosol models, the dust
models and their vertical repartition in the atmosphere,
and the practical way to perform the radiative transfer
computations that are needed to generate the set of pre-
computed results, i.e., the so-called “lookup tables” (LUTs).

A set of twelve aerosol models is used (from Shettle &
Fenn, 1979). It includes four maritime aerosol models, four
rural models that are made of smaller particles, and finally
four coastal models that are a mixing between the maritime
and the rural models. These twelve models have mean
particle sizes, thus optical properties, that are varying as a
function of the ambient relative humidity, set to 50%, 70%,
90% and 99% (hence the 3 times four models). This set is
supposed to cover the range of spectral dependencies that
may occur over most oceanic areas, from the clearest
offshore regions to the more turbid coastal atmospheres.
These twelve models are actually those used in the
processing of the SeaWiFS observations (Gordon & Wang,
1994).

The six dust models as proposed by Moulin et al. (2001)
have been used, which are defined by a combination of three
log-normal particle size distributions and two sets of
wavelength-dependent refractive indices. These models
have been built in such a way that the best match was
obtained between TOA total reflectances derived from the
SeaWiFS observations off the west coast of Africa and

reflectances derived through radiative transfer calculations
using these models.

The atmosphere is divided into three layers containing
specific types of aerosols, as recommended by the WCRP
(1986), namely the boundary layer (0—2 km) with maritime,
coastal or rural aerosols, the free troposphere (2-12 km)
with a permanent background of continental aerosol
(t,=0.025 at 550 nm) and the stratosphere (12—-50 km) with
a permanent background of H,SO, aerosols (7,=0.005 at
550 nm). When dust is superimposed onto this typical
oceanic situation, the boundary layer still includes a
background of maritime aerosols with an optical thickness
of 0.1 at 550 nm, and the dust is uniformly distributed over
the 0-2 or 07 or 0—12 km altitude ranges (Moulin et al.,
2001). Several vertical distributions are needed because the
TOA reflectance of an atmosphere containing absorbing
aerosols is indeed depending on the altitude and thickness of
the aerosol layer (e.g., Gordon, 1997), and because this
distribution is unknown when applying the algorithm. The
six models combined with these three vertical distributions
end up with what is referred to as eighteen aerosol
assemblages.

4.2. Radiative transfer computations

The MOMO code (Fell & Fischer, 2001), based on the
Matrix Operator Method-a variant of the doubling-adding
method-has been used to calculate the TOA total reflectan-
ces. The version of the code that we used did not include
polarization. Simulations were performed for various
atmospheres bounded by a black (i.e., totally absorbing),
Fresnel-reflecting ocean. The water—air interface is possibly
wind-roughened with a probability distribution function of
wave facets modeled according to Cox and Munk (1954).
The vertical profiles for molecules is taken from Elterman
(1968), with a standard integrated content corresponding to
an atmospheric pressure of 1013.25 hPa. The aerosol
profiles are as described above. These parameters fully
define the simulations needed to generate pseudo data and
the accompanying lookup tables for gas-free atmospheres.

When more realistic atmospheres are simulated, ozone
absorption is as well considered, with a vertical profile taken
from Elterman (1968) and for a standard integrated content
of 350 Dobson Units. Oxygen absorption is also accounted
for in case one of the near infrared bands encompass the
oxygen A-band, i.e., for the SeaWiFS sensor. This is
performed through line-by-line computations based on the
MODTRAN database.

5. Test and calibration with simulated data

5.1. Determining threshold values

As said before, the estimation of Ap(510) (Eq. (3))
includes several uncertainties that remains to be quantified.
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The first source of error comes from the satellite sensor
calibration and is discussed below, the second one is linked
to the inherent accuracy of the atmospheric correction for
maritime atmospheres (€rror on P pam(510)estimated) and will
be determined through the use of simulated data, and the
third one is the natural variability of the marine reflectance
that will be assessed by examining in situ data.

Absolute calibration of ocean color sensors should be at
least within an uncertainty of 2% (e.g., Gordon, 1990),
which means that at 510 nm, where the TOA total
reflectance remains below 0.1 for 7,<0.3, the error due
to calibration should not exceed 2x107° in terms of
reflectance. It is likely that it is even lower for modern
sensors, whose calibration budget is pushed towards
uncertainties <1%.

As for determining the inherent accuracy of the method,
histograms of the error Ap(510), computed via Eq. (3) yet
with 7p(510)=0, are shown in Fig. 6, for various optical
thicknesses and several geometries pooled together. These
results were obtained with simulated data for an atmosphere
above a black ocean; they are displayed on the one hand for
maritime aerosols (Fig. 6a), and on the other hand, for
absorbing dusts (Fig. 6b and c). In both cases, only maritime
aerosols were considered to derive Ap(510) through the
atmospheric correction. Therefore, the first set of values
obtained for a nominal situation with maritime aerosols
simply provides the inherent accuracy of the method, while
the use of the dust model provides a measure of how the
Ap(510) error increases when this type of aerosol is
increasingly concentrated in the atmosphere.

These results clearly show that absolute errors <~1x 107>
are typical of the atmospheric correction accuracy at 510 nm
when maritime aerosols are present. Exceptions only exist
when the optical thickness is very large, which is not
realistic for maritime aerosols. It is also shown that the
errors become nearly systematically negative and
<—1x107" as soon as the optical thickness of the absorbing
dust is larger than 0.2.

A simple threshold could therefore be set at —1x107>,
and any error (Eq. (3)) below that value would indicate that
absorbing dust is present. The results in Fig. 6 are however
merging several geometries, without paying attention to a
possible organization of the values according to the sun
zenith angle or the satellite viewing angle. It is indeed well-
known that the Ap(510) error is increasing with increasing
sun and viewing angles, so with the air mass, i.e., the sum of
the inverses of the cosines of the sun zenith angle and of the
viewing angle. This is primarily due to the increasing role of
multiple scattering as the atmospheric paths are increased,
and because these effects are heavily depending on the
aerosol type. The accuracy of the extrapolation from the
near infrared to the visible is lower in that case. Therefore,
using the same threshold irrespective of the viewing or
illumination geometry might be misleading. A larger value
could be adopted for low sun elevations or grazing viewing
angles. The Ap(510) errors have been therefore plotted as a
function of the scattering angle y (Fig. 7), which better
describes the geometry of the observation since it includes
the A¢ angle, following:

cos(y) = — cos(bs)cos(6y) — sin(6s)sin(0,)cos(A¢p)  (4)

The decrease of the accuracy with increasing 7y clearly
appears, but actually only for values of this angle that are
outside the remote sensing domain. Therefore one single
threshold seems sufficient for remote sensing applications. It
is set to 3x 1077, i.e., the sum of the inherent uncertainty of
the atmospheric correction for clear atmospheres and of the
calibration uncertainty.

This value would be directly usable as the threshold for
detection of an incorrect atmospheric correction in case the
marine signal would be exactly known. The uncertainty that
exists around the mean value of the ocean reflectance at 510
nm must be, however, accounted for. The test (Eq. (3))
being made with respect to a negative value, the uncertainty
in py(510) has actually to be added to the value just
mentioned. Considering globally Fig. 3, the mean value for
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Fig. 6. Histograms of the atmospheric correction errors at 510 nm, for several ranges of the optical thickness, as indicated. The left panel is for a maritime
aerosol (RH=80%), and the two other panels are for the BDS1 dust model (Moulin et al., 2001). The vertical dashed lines indicate the a priori typical accuracy
of the algorithm when applied to maritime atmospheres. These histograms were obtained by pooling together results obtained for several geometries

(0°<0,<70°, step 5% 0°<0,<40°, step 5°; 45°<A¢$<135°, step 15°).
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pw(510) and its associated uncertainty were set to 1.2x 102
and 3x10, which is the second component of the final
threshold.

What is also shown in Fig. 6 is that the Ap(510) error
becomes much larger than ~3 % 1073, i.e., the uncertainty on
Pw(510), as soon as the optical thickness of the absorbing
dust is above ~0.5. In that case, the uncertainty in the marine
signal should no longer impair the capability of the
algorithm to detect aerosol absorption.

It is likely that the uncertainties mentioned above can be
decreased firstly by increasing as much as possible the
radiometric accuracy of the satellite sensor, and second
when the algorithm is applied over areas where the mean p,
(510) and its associated uncertainty (natural variability)
would be a priori known. This is actually at reach by
generating global climatologies of these two quantities from
the observations of ocean color sensors, on a monthly basis
for instance.
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5.2. Theoretical detection limit

At 510 nm, ppa is about 0.06-0.07 for 7,~0.1 and for
maritime aerosols (e.g., see Fig. 5 in Antoine & Morel,
1998), and the mean p,, is about 0.01+0.003. Therefore,
when subtracting from the total reflectance (measured) the
sum [estimated pp.ntsupposed mean value of p,], the
remaining quantity is the sum of the error in atmospheric
correction (i.e., the error in p,am), plus the error in the mean
value for py. The error in pp. is therefore obtained at
+0.003, i.e., something like 5% of ppam. If this uncertainty
is above the error caused by wrongly using a maritime
aerosol model while the actual aerosol is dust, the short-
coming is not detected. The errors in ppa due to the
selection of an irrelevant aerosol model become, however,
greatly larger than the £0.003 uncertainty as far as 7,
become greater than 0.1-0.2, which is usually the case when
absorbing aerosols are blown above the ocean. In summary,
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Fig. 8. (a) Fraction of well-identified pixels, i.e., dusty pixels recognized as such, displayed either as a function of the airmass, with different curves for different
values of the optical thickness, as indicated, or as a function of the optical thickness (b), with different curves for different ranges of the airmass, as indicated.
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the detection limit of the present method would be at
7,~0.15 at 865 nm.

This is confirmed practically in Fig. 8, where the
percentage of identification of dusty pixels, when the
algorithm is applied to pseudo data, is displayed either as
a function of the airmass, with different curves for different
values of the optical thickness (Fig. 8a) or as a function of
the optical thickness, with different curves for different
ranges of the airmass (Fig. 8b). The percentage of well-
identified pixels reaches on average more than 75% when
optical thickness is greater than 0.2, and is still around 40%
when optical thickness is 0.1. These percentages are higher
for greater values of the aimass. These results indicate that
the detection limit is actually quite low for large viewing
angles and/or low sun elevations. It is also confirmed that
the limit would be on average at an optical thickness of 0.2,
which is here provided through the use of pseudo data;
examination of real data actually confirms this limit (see
later on).

5.3. Retrieval of the optical thickness

Although the primary objective of the technique pro-
posed here is the identification, thus the mapping, of the
blue-absorbing aerosols, it is nevertheless timely to check
whether the aerosol optical thickness is correctly retrieved in
the near infrared and the visible. This is first attempted on
simulated data, and validation against real data will be
presented later. The aerosol optical thickness is derived as
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Fig. 9. Histograms of the relative error in the optical thickness retrieved at
865 nm, for four nominal values of this optical thickness at 550 nm. These
histograms were obtained by pooling together results obtained for several
geometries (0°<0,<70°, step 5°; 0°<0,<40°, step 5°; 45°<Ap<135°, step
15°), and for the 18 models as defined by Moulin et al. (2001).

described in Antoine and Morel (1999), i.e., as the weighted
average of the two values that correspond to the best couple
of aerosol models selected on the basis of the near infrared
[P patn/px] ratio (cf. Section 3.1).

Histograms of the relative error in 7, are displayed in
Fig. 9 for four different nominal 7, values. These histo-
grams were built by pooling together the results obtained
for several geometries and the 18 dust models previously
defined (i.e., 6 models times 3 vertical distributions). The
relative error remains usually within +/—20%, i.e., within
specification of the algorithm, except when the optical
thickness is low (0.05) so that the dust is not detected and
an inappropriate model is used to perform the atmospheric
correction.

6. Application to ocean color remote sensing observations
6.1. Cloud screening

The algorithm proposed in this work applies to clear-sky
observations, which are those that went through cloud
screening procedures. As far as ocean color is concerned,
these procedures are often simple tests based on a single and
constant threshold applied to the reflectance in the near
infrared. If the threshold is set to a sufficiently low value,
this technique is efficient in removing any too bright targets,
such as land masses, clouds of various brightness and cloud
borders (this is used for the SeaWiFS, for instance). These
tests, however, also eliminate all thick dust plumes, and
which are moderately to highly bright in the near infrared
(sometimes not discernible from land). The problem is
critical as well because dust is often transported in perturbed
areas where clouds are numerous so that distinguishing
between both is essential.

Another technique than a simple threshold in the near
infrared is needed. Among the possibilities is the use of a
threshold on the local variance of the reflectance computed
on several consecutive pixels, with the underlying assump-
tion that dust plumes are more homogeneous than clouds are
(Moulin et al., 1997a, 1997). This technique is used, for
instance, in the processing of the POLDER (Bréon & Colzy,
1999) and MODIS (Martins et al., 2002) observations.
Another solution is proposed here, which is based on the
fact that dust aerosols absorb in the blue part of the e.m.
domain, whereas clouds do not, which provides a discrim-
inating tool in this spectral domain. A first rough
elimination of the brightest clouds, and of land masses in
particular, is still performed through a first test in the near
infrared, using however a quite large threshold, i.e., 0.2.
Land areas covered by vegetation might go through this test,
which is not a serious difficulty since an a priori elimination
of land masses can be performed based on geographical
information. Then, a second threshold is used at the 412 nm
band (one of the most common band amongst all ocean
color sensors), which aims at refining the elimination of less
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bright clouds, leaving dust plumes available for further
processing.

This threshold is, by definition, applied to the TOA
signal before any other treatment, and in particular before
the reflectance due to Rayleigh scattering can be computed
(not calculable since the cloud altitude is unknown). The
large contribution of the latter in the blue, and the significant
coupling between molecular and aerosol scattering in this
domain, impede the use of a single threshold, which needs
to be dependent on the geometry of the observation. Indeed,
different answers in terms of the TOA signal might occur for
a given aerosol load, as a function of the geometry; the same
answer might fortuitously be provided by different loads
and different geometries.

Therefore, a geometry-dependent threshold has been
derived by simulating the TOA total reflectance for an
atmosphere containing dust with a very high optical
thickness, i.e., 2 at 550 nm, and using the BDW2 model

proposed by Moulin et al. (2001), distributed from the
surface to an altitude of 7 km. This aerosol with such a
vertical distribution was found by these authors to be among
the most representative of real observations. The underlying
idea is that any brighter target cannot be produced by a
cloudless atmosphere. From the radiative transfer computa-
tions, a three-dimensional lookup table is generated, with
the solar zenith angle, viewing angle and azimuth difference
as entries. Any pixel with a TOA total reflectance above this
threshold is eliminated from any further analysis.

The skill of the method is illustrated in Fig. 10. Panel a
shows a true color image (SeaWiFS, October 28, 1999),
where clouds, a plume of dust aerosols and clear sky are
present. When examining the reflectance at 865 nm (Fig.
10b), both the clouds and the dust plume exhibit high
reflectances, whereas the dust no longer appears when
looking at 412 nm (Fig. 10c). In that case, land masses are
neither clearly appearing (hence the necessity of an initial

Fig. 10. True color SeaWiFS image of October 27, 2000 (combination of the bands at 412, 555 and 670 nm), (b) and (c): corresponding reflectance in the
near infrared (865 nm) and visible (412 nm). (d) to (f): results obtained when different thresholds are used to discriminate between clouds and thick dust

plumes (see text).
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screening in the near infrared), whereas clouds of moderate
to high brightness remain visible. The three lower panels of
Fig. 10 respectively illustrate that too much pixels are
eliminated by a low threshold in the near infrared (Fig. 10d,
in particular the dust plume), that the same technique, when
applied with a larger threshold, does not properly eliminates
clouds (Fig. 10e), and finally that the combination of the
near infrared technique plus the threshold at 412 nm
provides the desired answer by eliminating clouds and
leaving the dust plume available for further analysis (Fig.
10f). Further illustration of the skill of the technique is
provided with the following analysis of aerosol identifica-
tions in various areas.

6.2. Examples using SeaWiFS and MERIS observations

Five examples (three in the Mediterranean, one off
Senegal and one over the sea of Japan; see Fig. 11 for dates)
are now discussed in order to illustrate the algorithm
functioning through its application to TOA observations of
the SeaWiFS and MERIS ocean color sensors.

The SeaWiFS is equipped with eight spectral bands,
among which are the three bands specifically needed here,
i.e., 865 nm (bandwidth 40 nm), 765 nm (20 nm) and 510
nm (20 nm). Three similar bands are found in the bandset
of the MERIS sensor, at 865 nm (25 nm width), 779 nm
(15 nm, essentially no oxygen absorption there) and 510
nm (10 nm). Specific lookup tables have been generated
for these two sets of bands (cf. Section 4.2), so that the
algorithm can be applied to the TOA level 1b calibrated
total reflectances of these two sensors. In the case of the
SeaWiFS band at 765 nm, no correction was performed on
the measured radiances to account for the impact of minor
changes in atmospheric pressure on the oxygen absorption
(recall that oxygen absorption is accounted for in the lookup
tables).

The SeaWiFS scene of October 27, 2000 (Fig. 11, top
panels) shows a dust cloud extending from the South Ionian
sea—its thicker part (~0.5<t,<~1)-to the northwestern
Mediterranean sea where it is spread out on a larger area
and where the optical thickness is lower (~0.2<7,<~0.5).
This dust cloud is well-identified by the algorithm, and its
boundary, as depicted by the algorithm, approximately
matches with the area where the optical thickness is larger
than about 0.15, which is slightly lower than anticipated by
theoretical considerations. The Angstrom exponent is about
0.30 inside the dust plume, which is characteristic of an
aerosol made of large particles.

The skill of the algorithm is also clearly illustrated on the
second example (February 12, 1999), with a less intense
plume than on the first image (optical thickness lower then
0.5). The Angstrom exponent is around 0.35. The detection
again occurs at an optical thickness between about 0.1 and
0.2. It is also noteworthy that the discrimination between
dust and moderately bright clouds is well performed (e.g.,
the region east and southeast of Crete).

The third example (MERIS, January 8, 2003) is located a
bit further east in the Levantine basin, with a main dust
cloud extending from the border between Libya and Egypt
to the south Turkish coasts, and secondary transports from
above the Nile river delta, and also toward the south of
Turkey and around Cyprus. Only the main branch, with an
optical thickness reaching 0.5, is identified by the algorithm.
Areas of moderately high aerosol optical thickness (around
0.2) are not identified, which is probably an indication of the
non-absorbing character of the aerosols in these plumes.
This example emphasizes that a simple threshold on the
optical thickness would not be sufficient to specifically
target absorbing aerosols. On the contrary, some areas are
erroneously identified as being contaminated by mineral
dust, on the one hand in cloud shadows (e.g., northwest of
Crete), and, on the other hand, above the sea of Marmara.
As for cloud shadows, this is appearing since MERIS has an
Equator crossing time of about 10:30 h (12 h for SeaWiFS)
so that the sun zenith angle is large enough at the time of the
satellite pass for shadows to be observed. Eliminating a
fringe of pixels around identified clouds could be a simple
empirical way to avoid this artifact. Concerning the Sea of
Marmara, the algorithm flaw is due to the presence there of
sediment-dominated Case 2 waters, for which the hypoth-
esis of a known and nearly constant marine signal cannot
hold. Therefore, the present algorithm should be only
applied after an accurate screening on non-Case 1 waters.

The image off Senegal, shown as the fourth example, is
fully covered by Saharan dust, with the densest parts on
both sides of the satellite swath, yet with elevated optical
thickness across the entire scene. In such a case, identi-
fication of the dust is achieved over the whole image, even
when the optical thickness is ~0.1, which is a likely
indication of a strongly absorbing aerosol. In that case, a
simple threshold on the optical thickness would not be
relevant for identifying the absorbing aerosol.

The Asian aerosol is also well identified in the SeaWiFS
image over the sea of Japan (fifth example, bottom of Fig.
11), again with a boundary that approximately matches the
areas where the optical thickness is larger than 0.2.

The five examples provided in this section demonstrate
the detection skill of the algorithm, with a clear delineation
of the dust plumes. The boundary is, as expected, appearing
when the optical thickness reaches values between about 0.1
and 0.2 at 865 nm, although sometimes lower values also
lead to the identification of the pixel as dusty. Dust plumes
of very high optical thickness remain difficult to analyze
because they are sometimes eliminated after the test
performed at 412 nm, which is unavoidable with such a
simple threshold-based cloud screening. More sophisticated
tests using spectral indices might be useful in such cases.

The three different regions and the two sensors consid-
ered here illustrate the general applicability of the technique.
It is admittedly not possible to fully demonstrate its
ubiquitous applicability before largest data sets are pro-
cessed and the results analyzed (regional or global studies;
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Fig. 11. Three upper panels: true color SeaWiFS image of October 27, 2000 over the Mediterranean sea (combination of the bands at 412, 555 and 670 nm, left
panel), corresponding map of the aerosol types as detected by the present algorithm (mid panel: yellow: dust; blue: maritime; black: land; purple: clouds as
detected at 412 nm), and aerosol optical thickness (right panel). Other groups of three panels are, from top to bottom, for the following locations, sensors and
dates: Mediterranean sea, SeaWiFS, February 11, 1999; Mediterranean sea, MERIS, January 8, 2003; Atlantic off Senegal, SeaWiFS, February 1, 2000, and Sea
of Japan, SeaWiFS, March 19, 2002.
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out of scope here), including as well other areas where dust
is transported such as the Arabian Sea and the oceans south
and east of Australia.

6.3. Validation using data from the AERONET

The qualitative validation accessible when examining
individual satellite scenes must be complemented by a
quantitative validation, which can be made with respect to
three quantities, namely the percent of well-identified dust
pixels, and the aerosol optical thickness and its spectral
dependence, all as derived either from the satellite obser-
vations (SeaWiFs in this particular instance) or from in situ
measurements. The first parameter validates the method
proposed here, while the two others are rather an independ-
ent verification of the relevance of the dust models proposed
by Moulin et al. (2001).

The aerosol optical thicknesses and Angstrom exponents
have been obtained from data collected at two sites of the
AERONET, namely the Lampedusa island in the Medi-
terranean sea (35°N, 12°E; about 9x3 km), and the Capo
Verde islands off Senegal (Sal Island : 16°45N, 22°57W;
about 12x30 km). These two spots have been selected for
their position below well-known tracks of Saharan dust, and
because they are small islands, which is minimizing the
perturbations of the satellite observations by large con-
tinental bodies, either through the optical environment effect
(sun photometers being necessarily installed on land, even if
as close as possible to the shoreline) or by the addition of
pollution aerosols.

Aerosol optical thickness is provided by the AERONET
at 440, 670 and 870 nm, which is a bandset close to the one

of the SeaWiFS (443, 670 and 865 nm), and these small
differences in wavelengths have been ignored. The Level-2
AERONET data have been used, for which the typical
accuracy of optical thickness is better than 0.02 (Dubovik et
al., 2000). The Angstrem exponent is computed between the
wavelengths 443 and 865 nm following:

log[t,(443)/7,(865)]
~ log[443/865]

0(443,865) = (5)

The classification of observations as typical of either
maritime or dusty atmospheres is based on the one hand on
the value of the AERONET Angstmm exponent, and, on the
other hand, on the visual inspection of the corresponding
SeaWiFS scenes. Thresholds are applied to the Angstrom
exponents, which have been determined empirically by
confronting the exponent values and the visual, a priori
detection of dust from the true color SeaWiFS images. For
the Lampedusa site, the threshold is put to 0.5, i.e., any
observation with an exponent lower than 0.5 is classified as
dusty, and to 0.3 for the Capo Verde site. This difference
might be due to a higher proportion of large particles and a
higher absorption in the aerosol off Africa. A data set of
concurrent AERONET and SeaWiFS observations is then
built, and used to assess the detection skill of the algorithm.
In order to match the SeaWiFS and AERONET measure-
ments in space and time, the comparison is performed when
two AERONET measurements are found within 15 min of
the SeaWiFS overpass, and when at least one half of the
SeaWiFS retrievals within a 5X5 pixels square box
containing the AERONET site are valid. For the small
Lampedusa island, the square box is centered onto the
photometer location, whereas it is shifted to the west of the
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Fig. 12. Scatter plots of the optical thickness at 443, 670 and 865 nm, and of the aerosol Angstrom exponent. The values derived from the algorithm are plotted
as a function of the values extracted from the AERONET database. The four upper panels are for the Lampedusa site and the four lower panels for the Capo
Verde site. Crosses (circles) indicate pixels that were well (wrongly) identified. Blue (yellow) symbols are for maritime (dusty) atmospheres.
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Table 1
Detection statistics at the two AERONET sites

Site Atmosphere type Percent of well-identified pixels
Lampedusa Dusty 82

(N=47) Maritime 79
Capo Verde Dusty 61

(N=68) Maritime 68

larger Sal island (i.e., photometer location is on the eastern
margin of the pixel box) in order not to include too much
land pixels. At the end, 47 validation points are selected at
the Lampedusa site (AERONET data only for the year
2000) and 68 at the Capo Verde (2000 and 2001).

Scatter plots of the aerosol optical thickness and
Angstrom exponents, as derived through the present
algorithm and through the AERONET measurements, are
displayed in Fig. 12, detection statistics are given in Table 1,
and regression statistics in Table 2.

The percentages in Table 1 show that the algorithm
correctly classifies the atmosphere types either as dusty or
maritime, with a success rate between 61% and 82%, in
agreement with the theoretical values displayed in Fig. 8.
Identification is better performed around the Lampedusa
site, as compared to the Sal Island region. In this case, this is
mostly due to several situations that have been a priori
classified as dusty while the optical thickness was below 0.2
or even 0.1 at 865 nm (recall that this classification is only
based on the value of the Angstrom exponent). A possibility
to improve the detection statistics, in particular to decrease
erroneous classification of maritime atmosphere as dusty,
would have been not to apply the algorithm for 7,<0.1,
which would be actually consistent with what has been said
about the theoretical detection limit of the algorithm.

For the Lampedusa site, the slope of the regression lines
of the retrieved versus AERONET optical thickness are
close to 1, except at 670 nm, and the intercept of the
regression is significant only at 865 nm. The consequence is
an underestimation of the retrieved Angstom exponents,
because the algorithm slightly underestimates 7,(443) and
slightly overestimates 7,(865). In addition, the range of
values is narrower and centered on ~0.4. Note that the
underestimation of the Angstom exponents mostly occurs
for maritime atmospheres.

At the Capo Verde site, there is a bias in the retrieval of
the optical thickness, which are overestimated for 7,<~0.5
and underestimated above (regression slopes around 0.7 and
intercepts>0.15). The Angstrom exponents are not system-

atically underestimated, and the range of derived values (0.2
to 0.6) is closer to what is found in the AERONET retrievals
(—0.2 to 0.8). The dispersion of the points is, however, still
very large. Part of this scatter might as well be due to the
non sphericity of the dust particles (e.g., Mishchenko et al.,
1997), which is not accounted for when computing the
aerosol optical properties since spherical particles are
assumed and the MIE theory is used.

The results obtained at the two AERONET sites confirm
the capability of the algorithm as well as the detection
threshold of the method (i.e., at t=0.1-0.2).

6.4. Ability of the method to detect other, non-dust, blue-
absorbing aerosols

Although the title of this paper non-discriminatorily
refers to blue-absorbing aerosols, the tests and validation
that have been presented above were only considering
mineral dusts, which represent the vast majority of the blue-
absorbing aerosols. Carbonaceous aerosols are however
another important family of absorbing aerosols, as produced
either by biomass burning, pollution or volcanic activity
(e.g., Kaufman et al., 2000b). Three SeaWiFS images have
been selected to briefly examine the behavior of the
algorithm in presence of such aerosols. The first image
(top of Fig. 13; true-color images on the left panel) shows a
large dust plume extending from Tunisia to Sardinia and to
Spain, one smoke plume east of Corsica, and several smoke
plumes along the Algerian coasts; the westernmost of these
plumes is as well mixed with some dust. All these aerosols
are detected by the algorithm, except the smoke plume east
of Corsica, which is eliminated from the analysis by the
412-nm-threshold cloud screening. Volcanic ash is as well
detected by the algorithm, as shown by the second image
(eruption of the Etna volcano in July of 2001; middle of Fig.
13). Finally, a thicker and larger smoke plume (fires in
California in October of 2003; bottom of Fig. 13) is partly
detected and partly eliminated as a cloud.

These additional tests show that the method is perform-
ing as well with biomass burning aerosols or even with
volcanic aerosols. As soon as a significant absorption exists
in the blue-green region, it can be detected by the algorithm.
The derivation of the optical thickness, however, cannot be
valid as long as specific lookup tables are not generated,
which, although possible as far as realistic optical properties
are known for this type of aerosols, was out of the scope of
the present work.

Table 2
Regression parameters of the linear fit between SeaWiFS-derived and measured optical thickness at the two AERONET sites, and for the three wavelengths
indicated

A=865 nm A=670 nm A=443 nm

Slope Intercept R? Slope Intercept R? Slope Intercept R?
Lampedusa 1.04 0.05 0.84 1.27 —0.01 0.84 1.05 —0.01 0.72
Capo Verde 0.68 0.15 0.83 0.72 0.16 0.84 0.77 0.19 0.84
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smoke,

- )

smoke

Fig. 13. Upper left panel: true color SeaWiFS image of August 26, 2000 over the Mediterranean sea (combination of the bands at 412, 555 and 670 nm). Upper
right panel: corresponding map of the aerosol types as detected by the present algorithm (same color codes than for Fig. 11). Mid and lower panels: as for the
upper panels, but for July 22, 2001 in the Mediterranean Sea and October 27, 2003 off California, respectively.

A limitation is however due to the cloud test performed
at 412 nm, which is somewhat specific to mineral dusts.
Scattering by small smoke particles has often a steeper
spectral dependency than that of mineral dusts, so the test
performed at 412 nm eliminates them as if they were clouds
(smokes appear whiter than dusts on the true-color images).

In summary, the proposed algorithm is responding as
soon as a significant absorption exists at 510 nm (mineral

dusts, volcanic aerosols, smokes), but the 412-nm cloud test
is more specific to the case of dust.
7. Conclusions

A simple algorithm has been proposed that is capable of
identifying blue-absorbing aerosols over the ocean from
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near infrared and visible ocean color satellite observations.
The detection is efficient as soon as the dust optical
thickness is larger than about 0.1-0.2 at 865 nm, and it
depends (i) on the sensor calibration, (ii) on the degree of
absorption of the aerosol, and (iii) on the deviations of the
actual ocean optical properties from the basic assumption
used in the algorithm, i.e., the ocean reflectance at 510 nm
in Case 1 waters is constant or at least can be a priori
known.

The technique has been applied with equal success to
satellite images from various regions of the ocean and for
two sensors, as shown on the one hand by a qualitative
validation, i.e., dust distributions provided by the algorithm
compared to the a priori description of these distributions,
and, on the other hand, by a quantitative validation against
AERONET data.

This algorithm has been implemented into the opera-
tional processing chain of the MERIS sensor, so that it is
applied systematically to all observations by this ocean
color sensor. This is adding a new capability to this ocean-
color-oriented mission, i.e., the possibility to monitor blue-
absorbing aerosols (usually mineral dust) over the oceans at
global scale, and possibly to quantify their absorption
capabilities and thence their impact on the Earth radiation
budget. This capability can complement the aerosols data
sets that are produced by other, more aerosol-oriented,
satellite missions such as the POLDER, the MODIS and the
PARASOL.

Other techniques have been previously proposed in order
to detect absorbing aerosol from ocean color remote
sensing, which use the full spectral information provided
by these sensors (e.g., Chomko et al., 2003; Gordon et al.,
1997). To specifically consider the case of absorbing
aerosols, these iterative methods require a modeling of the
ocean optical properties as a function of the chlorophyll
concentration in order to retrieve simultaneously both ocean
and atmosphere parameters at several wavelengths. It is
believed that the simple method proposed here, because it
includes a single and minimum assumption about the ocean
optical properties (i.e., pw(510) is sufficiently little varying
so that a climatology can be used), is more generally
applicable. In particular no assumption is needed about the
ocean reflectance in the blue part of the spectrum, where it is
the most variable and where the uncertainty about the
optical properties is the largest.

However, because of this simple assumption, the method
proposed here cannot apply to optically-complex Case 2
waters. In such waters, the marine signal is no longer
negligible, is much more varying than in Case 1 waters, and
is hardly predictable in the near infrared, so the first-step
atmospheric correction cannot work properly. An accurate
screening of Case 2 waters is therefore mandatory either
before applying the algorithm or after it has been applied, as
an a posteriori verification.

The present method does not provide information about
the vertical repartition of aerosols, which is on the contrary

one of the parameters that enters into the construction of the
lookup tables. Nothing prevents, however, the construction
of specific lookup tables that might be relevant for certain
regions where the vertical repartition of aerosols would be
specifically known.

Finally, it must be stressed that a significant part of the
mineral dust is transported within clouds, and thus escapes
the present method and any other clear-sky method.
Algorithms specifically designed to detect dusty clouds
should be developed in order to eventually get a more
comprehensive picture of the dust transport over the oceans.
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[1] An algorithm was previously developed and validated, which is capable of detecting
blue-absorbing aerosols from near infrared and visible remote-sensing observations, as
they are in particular collected by satellite ocean color sensors. This algorithm has

been applied to 7 years (1998—2004) of Sea-Viewing Wide Field-of-View Sensor
(SeaWiFS) observations over the Mediterranean Sea, on the one hand to further illustrate
the appropriateness of ocean color observations to provide relevant information about
aerosol types and in particular absorbing aerosols, and, on the other hand, to describe the
seasonal and interannual variability of Saharan dust over the Mediterranean Sea during the

SeaWiFS era. This extensive application allowed the validation of the retrieved aerosol
optical thickness to be more thoroughly performed, thanks to data from the Aerosol
Robotic Network (AERONET). The results of this validation and the mapping of dust
aerosols and of the associated optical thickness demonstrate the skill of the algorithm.
These results are in agreement with, and provide a complement to, the results of previous
studies based on other remote sensing techniques, which were applied to data from the
1980s and early 1990s. They also show an increase of the dust transport over the

Mediterranean over the 1998-t0-2004 time period.

Citation: Antoine, D., and D. Nobileau (2006), Recent increase of Saharan dust transport over the Mediterranean Sea, as revealed
from ocean color satellite (SeaWiFS) observations, J. Geophys. Res., 111, D12214, doi:10.1029/2005JD006795.

1. Introduction

[2] The interest taken in the study of desert dust
originates in its potential effect on the radiative budget
and climate of the whole planet [e.g., Charlson et al., 1992;
Li et al., 1996]. Large-scale effects are expected because
Saharan or Asian dust affect extended regions far from their
sources [e.g., Prospero and Carlson, 1972; Savoie and
Prospero, 1977; Li et al., 1996; Kaufman et al., 2005]
and because their amount in the atmosphere may have
increased largely because of human activity [4ndreae,
1996]. A large uncertainty remains, however, about the
sign and magnitude of the radiative forcing of aerosols,
and in particular of dust aerosols [Intergovernmental Panel
on Climate Control (IPCC), 2001]. This uncertainty is
primarily caused by an insufficient knowledge of the
absorption properties of these aerosols [e.g., Bellouin et
al., 2003; Tanré et al., 2003].

[3] Another effect of dust aerosols could be to either
fertilize the upper oceanic layers by releasing nutrients or
iron adsorbed onto their surface [e.g., Donaghay et al.,
1991; Duce et al., 1991] or to deplete surface waters of
phosphorus, a possible “feeding” source of phytoplankton,
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by carrying it away through adsorption and sinking [Krom
et al., 1991]. Therefore there is undoubtedly a connection
between dust and phytoplankton [e.g., Stegman,
2000], although the reasons for this link remain largely
unexplained.

[4] Dust aerosols also modify cloud microphysical prop-
erties [e.g., Levin and Ganor, 1996], can influence rain
acidity [Loye-Pilot et al., 1986] and can affect atmospheric
convection [e.g., Brooks and Legrand, 2000]. The identifi-
cation of desert dust occurrences over the ocean, and the
quantification of the associated burden, are therefore
important missions. The residence time of aerosols in the
atmosphere, and in particular of mineral dusts, is however
of only a few days, so their distribution is highly variable in
space and time. This is the reason why remote sensing of
desert acrosols has increasingly developed, as the best
technique to catch individual events (aerosol “plumes”)
and to integrate them into regional or global pictures of the
aerosol transport.

[5] Remote sensing of aerosols has a long history, and a
wide range of techniques have been developed in the past
20 years, using various sensors and various parts of the
electromagnetic spectrum (see reviews of, e.g., Kaufman et
al. [1997], King et al. [1999], and Kaufman et al. [2002]). It
is more recently that ocean color has been incorporated into
the panoply of methods considered as capable of providing
reliable information about the amounts and types of aerosols
(but see, e.g., Moulin et al. [2001a] and Wang et al. [2000]).
This late consideration is simply due to the fact that the
main concern of the ocean color science is actually to get

D12214 1 of 19


http://dx.doi.org/10.1029/2005JD006795

D12214

rid of the aerosol effect on the recorded signal, i.e.,
the atmospheric correction, rather than studying aerosols
themselves.

[6] The term ocean color actually means the observation
of the spectral reflectance of the sea in the visible to near
infrared domains, which is precisely where aerosols play a
role and can be detected. In addition, ocean color is
extremely demanding in terms of accuracy of the retrieved
water-leaving reflectances, and in particular in the blue part
of the spectrum [Gordon, 1990, 1997]. For the modern
sensors, it has been necessary to drastically improve the
atmospheric correction schemes as compared to what was
done in the 1980s [Gordon, 1997] with the Coastal Zone
Color Scanner (CZCS) [e.g., Gordon, 1978]. This was
achieved by improving the direct and vicarious radiometric
calibration of the sensors [e.g., Barnes et al., 2001], by
using a larger number of channels (in the near infrared in
particular), and by using aerosol models to describe the
spectral dependence of the atmospheric signal and in
particular the multiple scattering effects. It is through this
process that the by-products of the atmospheric correction
of ocean color observations were improved and became
relevant to aerosol science. Regional to large-scale quanti-
tative assessment of aerosols over the ocean, and in partic-
ular of desert dust, is now within reach either using
historical data sets (e.g., the CZCS [Stegman and Tindale,
1999]) or using the new generation of ocean color remote
sensors such as Sea-Viewing Wide Field-of-View Sensor
(SeaWiFS) [Jamet et al., 2004; Stegman, 2004a, 2004b;
Wang et al., 2005], Moderate Resolution Imaging Spec-
troradiometer (MODIS) [Barnaba and Gobbi, 2004;
Kaufman et al., 2005; Remer et al., 2005], Medium
Resolution Imaging Spectrometer (MERIS) [Nobileau
and Antoine, 2005], or Polarization and Directionality of
the Earth’s Reflectances (POLDER)-I and -II [e.g.,
Boucher and Tanré, 2000; Chiapello et al., 2000; Deuzé
et al., 1999, 2000].

[7] In this context, and in particular within the frame of
the development of the atmospheric correction algorithms
for the European MERIS ocean color sensor [Rast et al.,
1999], a method was developed that is capable of detecting
over oceanic waters the presence of blue-absorbing aero-
sols, in particular desert dusts, and then of determining their
optical thickness and Angstrem exponent. This algorithm
has been described, tested on selected SeaWiFS and MERIS
scenes [Nobileau and Antoine, 2005], and validated against
in situ data from the AERONET [Holben et al., 1998]. This
algorithm is similar in spirit, yet simpler in its implemen-
tation, to other algorithms previously proposed to cope with
the case of absorbing aerosols [e.g., Gordon et al., 1997]. In
the present work, the Nobileau and Antoine [2005] algo-
rithm has been systematically applied to all SeaWiFS
observations collected over the Mediterranean Sea from
1998 to 2004.

[8] The first aim is to conclusively demonstrate the
applicability of the method when it is applied to large data
sets, which include by definition all possible situations in
terms of (1) the geometry of observation, (2) the amount
and type of aerosols, and (3) the optical properties of the
underlying ocean. This demonstration is important in par-
ticular because the ultra violet domain and the infrared for
wavelengths above ~1 pum, where specific features of
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absorbing aerosols are easier to identify than in the visible
(e.g., Herman et al. [1997] for the UV), are usually
unavailable in the bandset of ocean color sensors. The
400-900 nm range is therefore not optimal in this respect.
The existing knowledge about the transport of the dust
aerosols over the Mediterranean also provides a good
context for the validation of the retrieved aerosol optical
thickness and type.

[9] The second aim is the study of the seasonal and
interannual variability of Saharan dust over the Mediterra-
nean Sea during the SeaWiFS era, as a complement to
previous studies that used single broadband visible infor-
mation over previous time periods, in particular Moulin et
al. [1998] who used Meteosat observations from 1983 to
1994 and algorithms developed by Moulin et al. [1997a,
1997b].

[10] Some recent studies have suggested that climate
variability controls the Saharan dust export [Moulin et al.,
1997c; Brooks and Legrand, 2000; Chiapello and Moulin,
2002; Moulin and Chiapello, 2004]. A thorough under-
standing of the distribution and transport of atmospheric
dust aerosol particles is therefore necessary to understand
this interaction. Long-term time series are also desirable if
the interactions and feedbacks between climate and aerosols
are to be understood. The SeaWiFS record is, from this
point of view, an invaluable data source.

2. Data (SeaWiFS) and Method

[11] Data from the SeaWiFS sensor [Hooker et al., 1992]
have been continuously collected by NASA since its launch
by Orbital Science Corporation (OSC) in September of
1997. The so-called Level-1a data have been converted into
Level-1b, i.e., top-of-atmosphere (TOA) calibrated total
radiances in eight spectral bands from 412 to 865 nm, using
SeaWiFS Data Analysis System (SeaDAS) [Fu et al., 1998]
version 4.4 and the calibration file delivered in 2003. The
full set of 4-km Global Area Coverage (GAC) data available
from 1998 to 2004 for the Mediterranean Sea, i.e., about
6700 images, have been processed with the algorithm
summarized below. Only specific features relevant to the
present regional application are briefly recalled, and the
reader is referred to the references therein for more detailed
information.

[12] The reflectance is first defined because it is the
quantity in use for the rest of the paper

PN, b5, 0y, A) = L(X, O, 6., Ap) /Fo (N (1)

where L is radiance (W m2 nm! srfl), Fy is the
extraterrestrial irradiance (W m > nm™'), 6, is the Sun
zenith angle (cosine is ), 6, is the satellite viewing angle,
and Ay is the azimuth difference between the half vertical
plane containing the Sun and the pixel and the half vertical
plane containing the satellite and the pixel. Because w carries
the unit of steradian, the reflectance p is dimensionless.

[13] The central difficulty of the atmospheric correction
of ocean color observations lies in the identification of the
aerosol in presence and the quantification of the multiple
scattering effects. All methods in use for the present
generation of sensors somehow rely on precomputed sig-
nals, coupled to a method allowing navigation in these
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signals in order to identify from the near infrared bands the
most suitable aerosol to perform the correction of the visible
bands [see, e.g., Gordon, 1997]. The MERIS algorithm
[Antoine and Morel, 1999] belongs to this general category
of methods. It is a full multiple scattering inversion method,
based on aerosol models and precomputed lookup tables
(LUTSs).

[14] Because only the path reflectances in the near
infrared are used by this method (the contribution of the
ocean being null in this wavelength domain), it cannot
alone discriminate between absorbing and nonabsorbing
aerosols, which have similar signatures in this spectral
domain. The effect of absorption is only detectable in the
visible, where the marine contribution becomes however
significant and varying with the chlorophyll content of
oceanic waters, which is unknown when starting the
atmospheric correction. It is precisely to overcome this
difficulty that a specific technique was proposed by
Nobileau and Antoine [2005]. It basically consists in
determining an error budget at one wavelength around
510 nm, based on a first-guess estimation of the atmo-
spheric path reflectance as if the atmosphere was of a
maritime type, and on a reasonable hypothesis about the
marine signal at this wavelength. The latter is possible
because a hinge point exists in the spectrum of the marine
reflectance around 510-520 nm [Clarke et al., 1970], so
pw 1s little varying there with the chlorophyll concentra-
tion. A mean reflectance and its associated uncertainty can
be derived at this wavelength, p,(510) and o(py), respec-
tively, which were assigned fix values, i.e., 1.2 X 1072
and 3 x 1072 (but see later). This budget is therefore
computed as the total reflectance minus the path reflec-
tance estimated for maritime aerosols minus p,,(510) minus
0(pw). Identification of blue-absorbing acrosols is then
achieved when this budget demonstrates a significant
overcorrection of the atmospheric signal when using non-
absorbing maritime aerosols, as a footprint of absorption.
In the work of Nobileau and Antoine [2005], the threshold
for identification of absorption at 510 nm was set to —3 X
107> in terms of reflectance, which includes the typical
accuracy of the correction for maritime aerosols and the
typical calibration uncertainty of the sensor. The theoret-
ical detection limit in terms of optical thickness at 865 nm
was determined at about 0.15.

[15] It is worth noting that this method cannot discrimi-
nate among the most common types of absorbing aerosols
(mineral dust, soot, or biomass burning aerosols). Some
external information is required in order to assign the
detected absorption to a given family of aerosols. In the
frame of the present application to the Mediterranean,
however, Saharan dust is likely to represent the vast
majority of absorbing aerosols.

[16] After absorption has been detected, the atmospheric
correction is restarted using specific sets of absorbing
acrosol models (i.e., specific LUTs) until the couple of
models that minimizes the error budget at 510 nm is found.
The aerosol optical thickness at all wavelengths and the
Angstrem exponent are then derived.

[17] In the first step, a set of 12 aerosol models is used
(from Shettle and Fenn [1979] and Gordon and Wang
[1994a]). This set includes four maritime aerosols, four
rural aerosols that are made of smaller particles, and four
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coastal aerosols that are a mixing between the maritime and
the rural aerosols. The mean particle sizes of these aerosols,
thus their optical properties, are varying as a function of the
relative humidity, which is set to 50, 70, 90, and 99% (hence
the 3 times four models). This set covers the range of
spectral dependencies that may occur over most oceanic
areas, from the clearest offshore regions to the more turbid
coastal atmospheres. This set of aerosol models is actually
the one used in the standard NASA processing of the
SeaWiFS observations [Gordon and Wang, 1994a]. It has
been already validated against in situ observations
[Schwindling et al., 1998]. In addition to these boundary-
layer aerosols, constant backgrounds are introduced in the
free troposphere (2—12 km), with continental aerosol with 7=
0.025 at 550 nm [World Climate Research Program (WCRP),
1986] and the stratosphere (12—30 km), with H,SO, aerosol
with 7= 0.005 at 550 nm [WCRP, 1986].

[18] The lookup tables specific to absorbing aerosols
have been generated with the six dust models and the
three vertical distributions proposed by Moulin et al.
[2001a], which have been derived as the most appropriate
to reproduce the TOA total radiances recorded by Sea-
WiFS above thick dust plumes off western Africa. The
mean Angstrom exponent of these models is about 0.4
when computed between 443 and 865 nm. When these
aerosols are present, a background of maritime aerosol is
maintained, using the Shettle and Fenn [1979] maritime
model for a relative humidity of 90% and an optical
thickness of 0.05 at 550 nm [Kaufman et al., 2001]. The
backgrounds in the free troposphere and the stratosphere
are maintained.

[19] A specific test using the band at 412 nm was
developed in order to eliminate clouds without eliminating
thick dust plumes (see in the work of Nobileau and Antoine
[2005]), which are quite bright in the near infrared and
therefore are eliminated when using a low threshold in this
wavelength domain (as done for instance in the standard
processing of the SeaWiFS observations). This test is an
alternative to other techniques based on the spatial hetero-
geneity of the scene [e.g., Martins et al., 2002].

[20] A correction for the whitecaps reflectance is per-
formed following Gordon and Wang [1994b], using the
National Centers for Environmental Prediction (NCEP)
wind speed that is provided as auxiliary data to the
SeaWiFS products. The implementation of this technique
follows the SeaDAS 4.7 software [Fu et al., 1998].

[21] Finally, because the algorithm has been designed for
oceanic Case 1 waters where the contribution of the ocean
in the near infrared bands is zero, turbid Case 2 waters, for
which the near infrared signal is significant, are screened
out by using a threshold on the reflectance at 555 nm,
following Bricaud and Morel [1987].

[22] In the work of Nobileau and Antoine [2005], the
adoption of unique values for p,(510) and o(p,) was
possible in the frame of a demonstration study based on a
few selected scenes. For the present regional application,
including thousands of scenes and all seasons, the use of
single mean values for p,(510) and o(py) has been
abandoned. Indeed, the changes of the marine reflectance
at 510 nm are minimal yet significant enough so that
ignoring them, in particular their seasonal changes, could
lead to bias the dust detection.
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Figure 1.

The 7-year (1998—-2004) monthly climatology of the average marine reflectance at 510 nm,

Pw(510), and of its standard deviation, o(py), for the months of (a, b) January and (c, d) July, and as
derived from 7 years of standard SeaWiFS level-3 composite data.

[23] A climatology of the monthly average of these two
quantities has been therefore derived from 7 years of the
standard SeaWiFS level-3 data (1998 to 2004; data from the
NASA reprocessing 4), at a spatial resolution of 1/6°, i.e
about half the resolution of the SeaWiFS level-3 “Standard
Mapped Images” data. For a given month, the climatolog-
ical monthly averages have been computed from the seven
individual monthly composites, by (1) summing up the
seven sums of individual daily values that are provided in
the monthly composites (Level-3 “binned” data), (2) sum-
ming up the seven corresponding total number of pixels,
and (3) dividing both totals to get the average (which is not
therefore the mean of the monthly means but the true mean
of all individual daily values). The standard deviation was
similarly derived from seven monthly values of the sum of
squares of the data and over the 7 years so that it includes
both a spatial dimension (changes within the 1/6° bin) and a
temporal dimension (variability within a month and among
the 7 years).

[24] Because the standard NASA atmospheric correction
scheme for the SeaWiFS sensor cannot cope with absorbing
aerosols, however, an overcorrection of the visible obser-
vations occurs when they are present in the atmosphere,

leading to underestimated marine reflectances at 510 nm
[e.g., Schollaert et al., 2003]. The lowest p(510) values
were therefore reset to a minimum value of 0.008, as
empirically determined from in situ observations [see,
e.g., Nobileau and Antoine, 2005, Figure 3]. Similarly, large
values have been put to an upper limit of 0.016, assuming
that larger values cannot be found in Case 1 waters. A
similar boundlng has been applied to o(py,), with extrema of
1.5 x 10 % and 5 x 107,

[25] Examples of the climatology for the months of
January and July are shown in Figure 1. As expected, the
changes between these two seasons are low, yet significant
enough as regards the error budget at 510 nm to justify the
need for using this climatology instead of a unique value. It
has been verified for instance that using this climatology
avoids erroneous dust identifications in winter and begin-
ning of spring in the northwestern Mediterranean, where the
phytoplankton is blooming and the marine reflectance is
significantly lower than 1.2 x 1072 (i.e., the constant value
used by Nobileau and Antoine [2005]).

[26] When processing a pixel in a 4-km resolution level-
1b scene, p,,(510) and o(py) are spatially interpolated from
the surrounding grid points of the monthly climatology.
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Figure 2. Total number of clear-sky, nonglint, SeaWiFS
Global Area Coverage (GAC) observations collected over
the Mediterranean Sea from 1998 to 2004 and for the four
seasons. The names of the main basins are indicated on
Figure 2b.

There is no time interpolation, i.e., the monthly averaged
value for a given month is used for all days in this month.

[27] The algorithm has been applied on a pixel-by-pixel
basis to the ~6700 SeaWiFS scenes, and the following
outputs have been used: (1) The aerosol optical thickness at
865 nm, T¢(865), derived from the atmospheric signal at
865 nm through the multiple scattering inversion scheme
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that was outlined above, (2) a flag set when absorption has
been detected at 510 nm, and (3) the Angstrem exponent
computed between 443 and 865 nm, «(443,865), which has
been preferred to the commonly used near infrared exponent
because it is sensitive to absorption:

log[Tior(443) /701 (865)]
© log[443/865]

(443,865) = (2)

[28] These three quantities have been binned into a
rectangular grid of 0.1° latitude and longitude resolution,
to create monthly, seasonal, and annual composites, either
for each individual year or for a ““climatological” period
where all 7 years are pooled together. Observations con-
taminated by sun glint or turbid Case 2 waters are removed
from the binning process. Pixels identified as dusty are reset
to maritime aerosols when their number is lower than half
the number of valid pixels in a moving 3-by-3 pixel box.
This filtering aims at removing isolated bright pixels that are
essentially due to unidentified clouds or cloud borders.

[29] Concerning the optical thickness and Angstrom ex-
ponent, the average quantity in each bin is derived as a
simple arithmetic mean. Two average values are derived for
the optical thickness. The first one, T (865), is computed
whatever the selected aerosol type, whereas the second one
is computed only for the pixels where dust has been
detected, and after removal of the constant backgrounds
of maritime, continental and H,SO, aerosols (corresponding
to an optical thickness of 0.06 at 865 nm); it will be referred
to as Tqus- FOr a given area, the mean optical thickness of
dust plumes is obtained by averaging T4, Over the total
number of dust pixels (in that case, by definition Tqug >
Twt)- On the contrary, the overall contribution of dust over
the same area is obtained by averaging T4, Over all pixels,
whatever their classification (dusty or clear).

[30] For a given period of time, the frequency of dust
detection, which will be referred to as fy. (expressed as a
percentage), is computed from the ratio of the number of
clear-sky pixels for which the dust flag was raised to the
total number of clear-sky pixels over the same period. The
dust occurrence has been also examined in terms of
the absolute number of detection events, which will be
referred to as Ng,s. The use of fg,s is adapted to the case of
climatological composites for which the number of obser-
vations is large and similar among the different situations
under examination, whereas the use of Ny, 1S necessary
when examining month-to-month evolutions with a greatly
fluctuating number of observations due to changes of the
cloud coverage.

[31] The number of nonglint, clear-sky observations
summed up for each season and over the 1998-to-2004
time period is provided in Figure 2. As expected, winter is
the season with the smallest density of observations because
cloudiness is high. Surprisingly, more valid observations are
obtained in fall as compared to summer (especially in the
Levantine basin), which is somewhat the opposite of usual
expectations. This is not due to cloudiness, which is lower
in summer than in fall over the whole Mediterranean Sea,
but is actually due to the higher occurrence and extent of
sun glint in summer. At this season, Sun glint leads to the
elimination of ten times more pixels than in fall, which is
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Table 1. Characteristics of the AERONET-SeaWiFS Matchup Data Set
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Site Name Location Years® N AERONET® N SeaWiFS® N Matchups®
Villefranche sur mer 43.684°N, 7.329°E French Riviera 2004 235 105 76

IMC Oristano 39.91°N, 8.5°E West coast of Sardinia 2000-2003 934 316 84
Venise 45.3142°N, 12.508°E Off the Venice lagoon 1999-2004 1261 274 159
Lampedusa 35.517°N, 12.632°E South of Sicily 2000, 2003, 2004 383 70 42
Forth Crete 35.333°N, 25.282°E North coast of Crete 2003, 2004 532 192 134
Erdemli 36.565°N, 34.255°E South coast of Turkey 2000, 2001 2003, 2004 909 172 64

All sites 4254 1129 559

*The years for which Level-2 AERONET data are available.

®Total number of days with Level-2 AERONET data.

“The total number of AERONET-SeaWiFS matchups, after Sun glint and Case 2 waters have been excluded.
9The total number of valid AERONET-SeaWiFS matchups, after rejection criteria have been applied (see text).

overcompensating for the potentially higher number of on Level-2, cloud-screened and quality-controlled data from

observations due to a low cloudiness. six coastal sites of the AERONET [Holben et al., 1998;
Dubovik et al., 2000], providing a sampling in the western,

3. Results central, and eastern Mediterranean (see Table 1 and
Figure 3).

3.1. Comparison With AERONET

[33] The procedure to generate matchup points is as

[32] Before discussing the distributions and temporal  fo]jows: a 3 by 3 pixel box is extracted from the daily
changes of the aerosol optical thickness and aerosol types,  maps of optical thickness, centered on the marine area the
a validation is presented for 7,(865) and (443,865) based  ¢Josest of the exact site location. The shift is of one or two
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Figure 3. Location of the six AERONET sites (stars) selected for the validation of T,,(865) and
(443,865) (sea also the red stars in Figure 5a and Table 1). The position of the 3 by 3 SeaWiFS pixel
box used for the matchup with the AERONET data is indicated (triangle at the center), as well as the
azimuth of the sun at the time of the satellite pass (two arrows; one is for 21 June and the other one

for 21 December).
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to zero.

(three in one case) SeaWiFS GAC pixels (Figure 3), in order
to be sufficiently far away from the coast so that contam-
ination either by the environment effect on the satellite
radiance (bright land) or from Case 2 turbid waters is
avoided. When the photometer is installed on a coastline
oriented toward south, the 3-by-3 pixel area was also
selected so as to be optimally placed with respect to the
orientation of the Sun photometers when they took measure-
ments at the time of the SeaWiFS pass (as indicated by the
arrows in Figure 3).

[34] The group of nine pixels is rejected from the analysis
as soon as one pixel is classified as cloud or glint or turbid
Case 2 water, when the solar zenith angle is larger than
70 degrees, as well as when the standard deviation within
the box is larger than 0.065 for T,(865) or T,(443) or larger
than 0.2 for a(443,865). These thresholds were empirically
determined in order to eliminate approximately 10% of the
data with the highest standard deviations. Finally, situations
where pixels are identified as absorbing aerosols, whereas the
AERONET 7,(865) is lower than 0.1, which is the limit of
detection of the algorithm [see Nobileau and Antoine, 2005],
are considered as erroneous detections of absorbing aerosols
and are removed from the validation exercise.

[35] The AERONET data are similarly screened in order
to eliminate dubious data or unstable conditions, which are
both undesirable when performing a validation exercise.
Therefore data are not further considered when either
«(443,865) is negative or the absolute value of the differ-
ence between «(443,865) and o(675,865) is larger than 0.4
or finally when the standard deviation of T,(865) is larger
than 0.065 within a time window of £1 hour around the
SeaWiFS overpass.

[36] When all criteria are satisfied, average quantities are
computed on the one hand over the nine SeaWiFS pixels

and, on the other hand, over all AERONET observations
found within +15 min of the SeaWiFS overpass. A total of
559 matchup points have passed all criteria (see Table 1), 37
being in winter (DJF), 104 in spring, 291 in summer, and
127 in fall.

[37] The results of the comparison are satisfactory
for 7,«(865) (Figure 4a), with a regression slope close to
1 (= 0.89, with a correlation coefficient, rz, of 0.78). These
numbers would not significantly improve by removing
matchup points for which 7,(865) < 0.05, as was done
by Jamet et al. [2004] in order to remove obvious outliers.
When only the dust pixels are considered (65 points), the
slope is 0.88 and the correlation coefficient is 0.80. The
dispersion of the points is important, albeit not larger than
usually observed in such validation exercises [Santoleri et
al., 2002; Jamet et al., 2004; Wang et al., 2005]. This
validation, which includes high optical thicknesses, quali-
fies the inversion scheme and allows T,,(865) to be quan-
titatively discussed.

[38] The results are not so good for a(443,865) (Figure 4b),
with a regression slope of only 0.69 (yet r* = 0.94). The
overall underestimation of the SeaWiFS-derived Angstrom
exponents, as compared to AERONET values, has already
been identified by other, similar, validation exercises per-
formed over the Mediterranean Sea [e.g., Santoleri et al.,
2002; Jamet et al., 2004]. 1t is essentially explained by the
characteristics of the 12 aerosol models considered in the first
pass of atmospheric correction (cf. section 2), with ceiling
values of the Angstrom exponents at ~1.5, whereas the
AERONET provides values up to ~2.2. These large expo-
nents cannot be reproduced without a modification of the set
of aerosol models, for instance by using Jiinge models as in
the work of Jamet et al. [2004]. This underestimation of
«(443,865) implies that this exponent has to be discussed
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Figure 5. The 7-year (1998-2004) climatological
averages of (a) T,,(865), (b) the same quantity as obtained
from the NASA standard SeaWiFS products, (¢) «(443,865),
(d) faust- and (e) Tqus(865). The red stars in Figure Sa are the
six AERONET sites selected for validation (Figures 3 and 4).

only in a relative sense, i.e., only in terms of spatial distribu-
tions and temporal evolutions.

3.2. Climatological (1998—-2004) Picture

[39] The 7-year average of the total aerosol optical
thickness at 865 nm is of about 0.17 (Figure 5a), which is
larger than the dust-free, open ocean values typically
reported, for instance above the Pacific and Atlantic
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[Villevalde et al., 1994] or in Hawaii [Dubovik et al.,
2002]. This larger aerosol load, which is due to the
surrounding of the basin by land masses, is consistent
with previous determinations, as derived for instance from
the Meteosat [Moulin et al., 1998] or the SeaWiFS
[Jamet et al., 2004] observations. The well-known
north-south gradient clearly appears, with, on the average,
the clearest areas (T(865) ~ 0.125) in the northernmost
part of the western Mediterranean, the central Adriatic
Sea, and the southern coasts of Turkey, whereas the south
Ionian Sea, off Libya, shows the highest optical thickness
(~0.2). The same overall organization appears in the
NASA standard SeaWiFS products (Figure 5b), with
lower values, however. This difference is likely due to
the severe elimination of bright pixels in the NASA algo-
rithms, which use a threshold of 0.027 on the total reflectance
at 865 nm, eliminating therefore all moderately to highly thick
dust plumes from further processing. When the algorithm
proposed here is run with this low near infrared threshold for
cloud elimination and without any use of the dust models (i.e.,
using only the 12 Shettle and Fenn models), the same average
value is obtained for the optical thickness. The standard
SeaWiFS product is therefore closer to a clear-sky maritime
aerosol optical thickness, while the optical thickness pro-
duced here includes more turbid atmospheres as well.

[40] The distribution of «(443,865) (Figure 5c) nearly
mirrors the distribution of T,,(865), with high exponents
along the coasts of Europe and low exponents along the
coasts of Africa. The association of high optical thicknesses
with low exponents is the footprint of Saharan dust, which
is characterized by low Angstrom exponents due to a high
proportion of large particles and to absorption in the blue.
Large exponents are conversely typical of small particles,
usually nonabsorbing small continental aerosols or pollution
aerosols. These two types of aerosols are mostly originating
from the European continent and its urbanized areas, which
explain the observed distribution. It is worth noting, how-
ever, that the progressive settling of the largest dust particles
along the Africa-to-Europe transport also leads to a pro-
gressive increase of the Angstrom exponents. In spite of the
well-known Saharan dust contamination of the Mediterra-
nean atmosphere, very low «(443,865) values are not
observed, which indicates the presence of permanent back-
grounds of smallest particles of continental origin.

[41] The role of Saharan dust in shaping the distribution
of T,(865) and «(443,865) is confirmed by the fyus
distribution (Figure 5d), which again follows the same
organization, except in the south Levantine basin where it
remains on average <10% (but recall that this is the
climatological average over 7 years). The mean optical
thickness of dust plumes, T4, (Figure Se), which is never
lower than 0.2, again respects the same north-south organi-
zation, although large values (>0.25-0.3) are more homo-
geneously distributed than for the other parameters. This
result only means that the average optical thickness of the
dust plumes is, on this climatological representation, similar
whatever the area.

3.3. Mean (1998-2004) Seasonal Variability

[42] The climatological (1998—-2004) seasonal maps of
Tiot, QU(443,865), faust, and Tqus are displayed in Figure 6.
The total optical thickness (panels on the left) shows a
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Figure 6. The 7-year (1998-2004) climatological seasonal averages of 7.(865) (left column),
«(443,865) (second column from the left), (c) fyus (second column from the right), and (d) T4us(865)

(right column).

marked seasonality, with minimum values in winter, <0.125
in the western basin and <0.15 in the eastern part. During
spring, the optical thickness first increases in the south
eastern Mediterranean (<35°N) and to a lower extent in the
western part. The converse situation prevails in summer,
with maximum T.,(865) in the southwest and south lonian
(about 0.25), whereas the south Levantine goes back to
much clearer atmospheres (T (865) < 0.15), especially
south of Crete.

[43] Again, the distribution of «(443,865) (Figure 6,
second column from the left) closely matches that of
Tot(865), with the coupling already observed between high
optical thicknesses and low exponents. The highest expo-
nents are found in summer in the northern half of the
Mediterranean.

[44] The seasonal cycle of fy. (Figure 6, second column
from the right) exhibits a distinct maximum in summer, with
values >20% along the coasts of Africa. The same patterns
appear in fall, with, however, f3,,; on average 10% lower
than in summer. The minimum of dust occurrence is clearly
in winter, except in the northwestern basin, where a distinct
spot of relatively high of fy.s is observed between the
Balearic Islands and Corsica. This spot still exists in spring,
with lower values, however. During spring, the maximum of
faust 18 located in the lonian and Levantine basins, with
moderate values (<20%).

[45] If the maximum occurrence of dust is definitely
found in summer, it does not seem to be associated to

denser aerosol plumes. Indeed, the mean optical thickness
of these plumes, T4, (Figure 6, column on the right), is
about the same in spring and summer (i.e., ~0.3), and is
even larger in spring in the eastern part. At the end, the
mean optical thickness is similar in spring and summer,
whereas the dust transport is probably much larger in
summer (because fyus 1 higher), in terms of mass of
particles.

[46] The present SeaWiFS-based climatological descrip-
tion of the seasonality of aerosol loads over the Mediterra-
nean is consistent with the analysis of the 11 years
(1983-1994) of daily Meteosat images by Moulin et al.
[1998], except for the significant dust transport that is
revealed here in fall and which was not previously detected.
Whether this difference is of methodological order or reveals
a change in dust transport between the two study periods
cannot be resolved here.

[47] The data that were pooled together to produce the
maps in Figure 6 have been also used to generate climato-
logical seasonal cycles over the three main regions of the
Mediterranean Sea (Figure 7). These three regions are used
on the one hand because they correspond to the three main
pathways of the dust transport from Africa to Europe [e.g.,
Alpert et al., 1990], and, on the other hand, in order to allow
comparison with previous studies that already used this
subdivision [Moulin et al., 1998]. They are of similar extent,
with areas of 1.07, 0.76 and 0.86 x 10°® km? for the western,
central, and eastern basins, respectively.
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Figure 7. The 7-year (1998—-2004) climatological seaso-
nal cycles of (a) T(865), (b) a(443,865) for all acrosols or
when only dust is considered, (¢) Tqus(865), and (d) fyug-
The red, green, and blue curves are for the western, central,
and eastern Mediterranean basins, respectively. The deli-
neation of the three basins is shown in insert.

[48] Very similar cycles are shown for T, (865) in the
three basins (Figure 7a), with minimum values in winter,
two relative maxima in May and August, and a relative
minimum in July (the latter being not obvious for the
western basin). The eastern basin has the highest T,,(865)
from December to June, and the minimum is usually in the
western basin. Surprisingly, the same cycle does not show
up for a(443,865) (Figure 7b), which has maxima in July—
September for all three basins. This average cycle is actually
strongly shaped by the large a(443,865) values in summer
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along the northern coasts of the basins. Conversely, when
the same exponent is computed for only those pixels that
were identified as dusty, a nearly constant value of 0.4 is
found. This value is simply characteristic of the Moulin et
al. [2001a] dust models.

[49] The average cycle of the mean optical thickness of
dust plumes, Tq,s (Figure 7c), is similar to that of the total
optical thickness, except for the first relative maximum,
which occurs in April instead of May. The largest differ-
ences among the three basins are observed in the fy,¢ cycles,
with the central Mediterranean clearly showing the highest
dust occurrences in summer and fall.

[s0] The information displayed in Figures 6 and 7 are
summarized in Table 2, as the seasonal averages of Ty,
Tdust> fdust aNd Ngus; over the three subbasins. The maximum
of fius 18 clearly in spring and fall in the eastern part and in
summer and fall in the central and western parts. A relative
maximum (10%) occurs in winter in the western basin.
When looking at the absolute number of pixels identified as
dusty (Ngust), the maximum is in fall in each basin. Looking
successively at each season, the maximum of T4, clearly
moves from the eastern to the central and the western
basins, from winter to spring and to summer and fall,
respectively. The overall maximum is in spring for the
central and eastern seas. The three lower values are for
the winter. A similar change occurs for the total optical
thickness, except in fall when the maximum is in the central
Mediterranean.

[5s1] Considering the method used by Moulin et al. [1998]
to derive from METEOSAT what they called “average
optical depth due to dust,” the values in Table 2 to be
compared to the values in their Table 1 are the T to which
the constant backgrounds of tropospheric and stratospheric
aerosols are removed, and then transferred to 550 nm using
a mean exponent of 0.6. After this transformation, the
values derived here from SeaWiFS are usually larger than
those derived by Moulin et al. [1998] from METEOSAT, by
as much as 80% (eastern basin in winter and fall; western
basin in fall) and often by more than 25%. The SeaWiFS
values are lower than the METEOSAT values only in the
central basin in summer (—18%), and nearly equal (3%) in
the same area in spring. Although part of these increases
might be attributable to methodological differences between
these two studies, they are large enough to indicate that the
transport of dust aerosols over the Mediterranean is more
intense during the time period investigated here as com-
pared to the early 1990s examined in the study by Moulin et
al. [1998].

3.4. Aerosol Models

[52] The dust optical thickness is dependent on the
aerosol model that is eventually selected during the atmo-
spheric correction. Relatively few models have been pro-
posed, and the 18 models recently published by Moulin et
al. [2001a] have been adopted here. It is therefore timely to
examine how frequently each of the 18 models has been
used. The model names are starting with either “BDS,”
corresponding to the refractive index of Patterson [1981] or
with “BDW?”’ for another refractive index leading to a lower
absorption in the blue. The first number (1, 2, or 3)
following the three-letter denomination refers to the size
distribution, with a higher proportion of large particles for
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Table 2. Climatological (1998—-2004) Seasonal Averages of Ti,(865), Tqust(865), fausts and Ngu for the Western, Central, and Eastern

Mediterranean
T(865) Tdust(865) fdust» % Ndust (106 pixe]s)
Western ~ Central ~ Eastern ~ Western ~ Central ~ Eastern ~ Western ~ Central ~ Eastern ~ Western ~ Central ~ Eastern
Winter (DJF) 0.120 0.136 0.143 0.129 0.150 0.162 10 9 7 0.622 0.395 0.332
Spring (MAM) 0.170 0.179 0.192 0.237 0.254 0.253 8 12 11 0.794 0.744 0.729
Summer (JJA) 0.184 0.175 0.179 0.260 0.236 0.221 12 16 8 1.369 1.064 0.563
Fall (SON) 0.160 0.173 0.161 0.208 0.202 0.189 12 16 9 0.424 1.376 0.960

“3” than for “2” than for “1.” The second number (2, 5,
or 7) refers to the vertical repartition of the aerosol, which is
homogeneously distributed from the surface to either 2, 5,
or 7 km.

[53] Statistics of the aerosol model selections are provided
in Table 3. They show that the BDW family of aerosols
is selected in ~80% of the cases (up to 90% in summer
and 60% in winter), and that among this family, the
BDWI1 model is dominant (BDW2 and BDW3 suit only
in 4% and 3% of the cases, respectively). This model is
moderately absorbing and has a small proportion of large
particles, hence a relatively steep spectral dependency for
its scattering coefficient. When it is selected, the BDWI
model is combined with the two vertical distributions that
are the most frequently used, i.e., the aerosol distributed
from 0 to 7 km (~60%) or from 0 to 2 km (~30%).
Overall, the second most frequently used aerosol model is
the BDS1 (~15%), which is made of the same particle
size distribution than the BDW1 but is more absorbing in
the blue. In third position is the BDS3 model (~6% of
all model selections). The BDS2 is the least used of all
models.

[s4] The most appropriate vertical distribution is when
aerosols are from 0 to 7 km, and the second one is when
acrosols are confined in the marine boundary layer (0—2 km).
The intermediate case (0—5 km) is rarely selected. It is
however difficult to assess whether this is representative of
the true vertical distribution or sometimes results from com-
pensating effects due to possible unrealistic vertical distribu-
tions combined with inappropriate optical properties.

[s5] Overall, within the models proposed by Moulin et al.
[2001a], the less absorbing models with the steeper spectral

dependence of scattering are the most appropriate to de-
scribe the dust aerosol over the Mediterranean Sea. The
reader is referred to Table 3 for a closer examination of the
occurrence of each model as a function of the season and of
its vertical distribution.

3.5. Interannual Variability of the Seasonal Patterns
of the Dust Distribution

[s6] The five parameters (Tio:, (443,865), faust; Naust> and
Taus)> 1N spite of their specific features that were previously
described, have similar average distributions and seasonal
cycles. For this reason, and also because fy,s has shown the
greatest seasonal and regional variability among the four
parameters, this parameter only is considered for the anal-
ysis of the interannual variability. To support this analysis,
seasonal maps of fj,s are separately displayed for each of
the 7 years in Figure 8.

[57] Although winter is generally characterized by the
lowest values of fj,s across the entire Mediterranean, the
region between the Balearic Islands and Sardinia shows
significant frequencies of dust aerosols in most years,
especially from 2000 to 2004. Regional scale transport also
occurs across the entire western Mediterranean in winter of
2001, and even over the whole Mediterranean in winters of
2003 and 2004. These two “anomalous” years are also
characterized by large areas with mean Angstrem exponents
below 0.5.

[58] Summer is confirmed as the season of maximum dust
transport whatever the year, which is clearly revealed in
Figure 8, with a band of large f4, values along the African
coast, from the Alboran Sea to the Ionian Sea.

Table 3. Statistics of the Dust Model Selections (See Text for the Meaning of the Model Names) in Terms of the Percentage of the Total

Number of Pixels for Which Absorption Has Been Detected”

Winter Spring Summer Fall All Seasons
BDW17 452 BDW17 37.8 BDW12 44.6 BDW17 48.6 BDW17 41.6
BDS17 19.8 BDWI12 313 BDW17 34.1 BDWI12 20.3 BDWI12 26.1
BDS37 8.0 BDW15 5.8 BDWI15 5.2 BDS17 8.8 BDS17 9.2
BDW12 6.4 BDS17 5.7 BDS17 3.8 BDS37 39 BDS37 4.2
BDS27 4.5 BDW27 43 BDW27 3.0 BDW15 3.7 BDW15 4.1
BDS12 3.1 BDW27 3.1 BDW27 3.0
BDS 40.6 14.9 10.3 19.8 20.7
BDW 59.4 85.1 89.7 80.2 79.3
0-2 km 12.9 38.5 475 25.6 315
0-5 km 6.1 7.7 6.0 6.4 6.5
0-7 km 81.0 53.7 46.5 68.0 62.0

“The models that were selected in less than 3% of the situations are not shown. The “BDS” and “BDW” lines summarize the contribution of both
families of dust aerosols, whatever the size distribution and the vertical repartition, and the last three lines summarize the contribution of the three different

vertical distributions, whatever the aerosol model.
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summer fall

i

Figure 8. Seasonal occurrence of dust aerosols, fyus (%), from 1998 (top) to 2004 (bottom).

[59] Spring and fall are showing the largest interannual
changes. The area of maximum fj, is nearly absent in fall
of 1998, located between Sardinia, Sicily, and Tunisia in
1999, spread over a large band from the north of Algeria to
Crete in 2000, concentrated along the Algerian, Tunisian,
and Libyan coasts in 2001 (showing a “summer-like pat-
tern”), spread over a large part of the basin in 2002,
concerning mostly the south lonian Sea and south Levantine
basin in 2003, and finally nearly restricted to the western
basin in 2004. Very high f3.s (> 30%) are observed in falls
of 2001, 2003, and 2004, whereas it generally does not
exceed 25% at this season.

[60] Concerning spring, the maximum extent of dust was
in 2001. For the other years, there is no clear organization,
with areas of moderately high £y, (about 20%) spread out
over the different subbasins of the Mediterranean.

[61] These observations show that the interannual vari-
ability of the dust transport over the Mediterranean Sea does
not show up as a slight modulation around a climatological
and repeatable annual cycle. It is rather characterized by
dramatic changes in the main pathways of atmospheric
transport, resulting in highly contrasted situations. The only
repeatable feature is the East-to-West shift of the transport
from spring to summer and to fall, which has been previ-
ously described [Moulin et al., 1998], and which can be
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Table 4. Annual Averages of T, (865) and T4.(865) for the
Three Subbasins

Ttot(865) Tdust(865)

Western ~ Central ~ Eastern ~ Western ~ Central Eastern
1998 0.153 0.159 0.167 0.116 0.124 0.100
1999 0.167 0.172 0.171 0.159 0.153 0.118
2000 0.160 0.163 0.169 0.161 0.152 0.121
2001 0.158 0.171 0.172 0.157 0.180 0.129
2002 0.157 0.171 0.172 0.162 0.181 0.150
2003 0.163 0.175 0.171 0.160 0.156 0.124
2004 0.154 0.160 0.163 0.141 0.165 0.137

mostly explained by the climatology of cyclonic circula-
tions over the Mediterranean sea [Alpert et al., 1990].

[62] The information provided in Figure 8 are summa-
rized in Figure 9, as the 7-year, month-to-month, evolution
of basin-average T (Figure 9a), T4us (Figure 9b), and Ny,
in the western (Figure 9c), central (Figure 9d), and eastern
(Figure 9¢) Mediterranean.

[63] Concerning the total optical thickness (Figure 9a),
the comments about the climatological cycle (Figure 7)
remain grossly valid with a minimum in winter and relative
maxima usually in spring or summer. The results obtained
from the standard SeaWiFS products have been superim-
posed for comparison. The seasonal cycles are nearly
identical when computed from the results of the standard
SeaWiFS processing or from the present one, but the
average values provided in the standard SeaWiFS products
are lower by 38% on average. This difference disappears
(not shown) when using the same technique for cloud
elimination than in the standard SeaWiFS processing (as
already mentioned for Figure 5). A recurrent feature is the
seasonal westward shift of the dust transport, with the
increase of optical thickness occurring one or two months
later in the western Mediterranean than in the central and
eastern basins. The central and eastern basins are actually
where dust starts to become significant, sometimes as early
as winter (for instance in 2003 and 2004).

[64] Concerning the dust optical thickness (Figure 9b),
the seasonal evolution is similar to that of the total optical
thickness, with however a larger range of values, from
nearly zero in winter of 2001-2002 to a maximum of about
0.3 in spring of 2002. The annual averages (diamonds on
Figure 9b; values reported in Table 4) regularly increase
from 1998 to 2002 and then remain nearly stable.

[65s] Concerning Ny, (Figures 9c, 9d, and 9e), none of
the three basins show a clear picture, with usually one or
two, sometimes three, relative maxima occurring at various
moments in the year. These seasonal evolutions show a
considerable interannual variability, which is certainly driven
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by the complex patterns of atmospheric circulation and
rainfall over the Mediterranean and over the source regions.
The seasonal cycles often markedly differ from the climato-
logical picture previously described [e.g., Moulin et al.,
1998]. Although some recent changes may have occurred in
the seasonal patterns of dust transport over the Mediterranean
Sea, it is believed that these differences are partly due to the
capability of the present algorithm to discriminate between
absorbing and nonabsorbing aerosols, so that a dust-specific
optical thickness can be derived, as compared to the algo-
rithms using broadband visible METEOSAT observations
that essentially assign the Rayleigh-corrected signal to dust
aerosols for any pixel, after constant backgrounds of sulfate
and H,SO, aerosols have been removed. The other obvious
feature appearing in Figures 9c, 9d, and 9e is an increase of
Naust over the study period. This evolution of the dust
transport is now described.

3.6. General Evolution Over the 7-Year Study
Period (1998 to 2004)

[66] The seasonal patterns and the year-to-year changes
have been also quantified by computing in each basin the
area that is frequently affected by dust plumes. For a given
monthly composite and a given subbasin, this is obtained by
summing up the area of all 0.1° x 0.1° grid cells where f§,s >
25% (results on Figure 10). The value of 25% was arbitrarily
chosen as representative of high dust loads. It has been
checked that the seasonal patterns and the year-to-year
changes are not appreciably modified for percentages be-
tween 15% and 30%. The impact of lowering (increasing) the
threshold is essentially to shift the curves shown in Figure 10
toward larger (lower) values.

[67] The largest dust-contaminated areas are usually in
the central Mediterranean (the smallest of the three sub-
divisions), where they can reach up to 65% of the basin
area, whereas they concern a maximum of 25% and 45% of
the basins for the eastern and western parts, respectively.
Exceptions are for 2000 and 2004, where the largest areas
are in the western Mediterranean. In 2000, this is due to a
strong decrease in the dust transport toward the central basin
(it is therefore a relative maximum), while in 2004 it is
clearly due to the anomalously high dust content over the
western basin in fall. The curves displayed in Figure 10
again illustrate the huge interannual variability in the dust
occurrences, with annual cycles that would hardly be super-
imposed one on top of each other.

[68] The running averages in Figure 10 show a general
increase of the dust occurrences from 1998 to 2004, in
particular in the eastern Mediterranean. In this subbasin the
average area where significant dust is detected is multiplied
by nearly a factor of 5, which represents a change from
~3% to ~15% of the basin area. If the year 1998 is not

Figure 9. Seasonal cycles of (a) T¢,«(865) (the red, green, and blue solid curves are for the western, central, and eastern
Mediterranean basins, respectively; the dotted curves are from the standard SeaWiFS products), (b) T4us(865), and (¢, d, e)
the absolute occurrence of dust aerosols, Ny, for the western, central, and eastern Mediterranean, from 1998 to 2004. In
Figures 9a and 9b, the diamonds are the annual averages (values reported in Table 4). In Figures 9c, 9d, and 9e the dotted
curves are the total number of clear-sky pixels (scale on the right axis), and the two numbers given at the bottom of each
panel and for each year are the total number of dusty pixels and the total number of pixels. The delineation of the three
basins is shown in insert. The vertical bold lines indicate the month of January for each year, and the vertical dotted lines

are for the months of April, July, and October.
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Figure 10. Month-to-month evolution, from 1998 to 2004, of the total area where f4.5 > 25%, for the
(a) western, (b) central, (c) eastern, and (d) whole Mediterranean. The bold curve is a running average
based on the monthly values (thin curve) and using a £5 months window. The numbers given at the
bottom of each panel and for each year are the mean of the monthly values (km?). The vertical bold lines
indicate the month of January for each year, and the vertical dotted lines are for the months of April, July,
and October.

considered because it looks quite atypical with very low whereas lower increases are observed in the central basin
dust occurrences, the increase is still by a factor of ~3. (~3and ~1.5, i.e., from ~7% to ~20%). In the western and
Similar numbers are obtained for the western basin (factors  central basins, most of the increase occurs from 1998 to
of ~5 and ~2, from ~3% to ~15% of the basin area), 2001, with a relative steadiness in the following years.
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Figure 11. Time series of the North Atlantic Oscillation (NAO) winter index (scale on the right axis;

open circles; data from http://www.cgd.ucar.edu/cas/jhurrell/Data/naodjfmindex.1864—2005.xls) and of
the dust optical thickness (scale on the left axis; black diamonds). The values derived at 865 nm from the
SeaWiFS data have been converted into values at 550 nm in order to be consistent with the results
published by Moulin et al. [1997c] and Moulin and Chiapello [2004] (data courtesy C. Moulin). The
transformation was performed with an Angstrom exponent of 0.4 (cf. Figure 7b). The inserted scatterplot
of Tqust versus the NAO includes the 15 points from the METEOSAT time series (black diamonds) and
the seven points from the SeaWiFS time series (open circles).

[9] These evolutions are coherent with the average Tqyug;
values provided in Table 4, which are larger in 2004 than in
1998, by about 20%, 33%, and 37% in the western, central
and eastern basins, respectively. The increase even reaches
50% between 1998 and 2002 (the year with maximum Ty
everywhere) in the eastern basin. Because the dust transport
looks really low in 1998, it is timely to also compute the
percentages of change from 1999 to 2004. In that case, they
become about —10%, 8%, and 16%. Therefore except for
the western basin, the overall tendency is confirmed what-
ever the starting point used for the computation. It is worth
noting that the changes displayed in Figure 10 somewhat
overemphasize the increase over the study period, as com-
pared to what can be seen when looking only at the average
dust optical thickness (Figure 9b). The moderate increase
observed in T4, actually occurs for levels close to the
detection limit of the algorithm (optical thickness of about
0.15 at 865 nm), which explains the large increase of dust
detection, with the optical thickness being more and more
often above the detection threshold from the beginning to
the end of the 7-year time series. This observation illustrates
the sensitivity of the detection method.

[70] A number of processes may possibly be responsible
for the observed increase in the dust optical thickness over
the study period. They may include local changes in
atmospheric circulation, local changes in rain rates and
distribution, as well as modification of the dust mobilization
from the source regions. A thorough examination of these
local causes, which would require the corroborative study of
several types of data over the same time period, is out of
scope here. Another candidate has been examined, however,
which is driven by atmospheric processes at larger scales,
i.e., the change in the North Atlantic Oscillation (NAO)
[e.g., Hurrell, 1995; Hurrell et al., 2003]. This oscillation
has already been identified as a driver of the decadal
evolutions of the dust transport over the Mediterranean
Sea and the North Atlantic [Moulin et al., 1997¢c; Moulin

and Chiapello, 2004]. The 7-year T4, time series derived
here from the SeaWiFS has been therefore appended to the
14-year time series previously derived from the METEO-
SAT observations. The complete series has been plotted in
parallel to the “winter NAO index,” i.e., the average NAO
index for the 4 months between December and March
(Figure 11). The overall correlation between T4, and the
winter index, which was first described by Moulin et al.
[1997c], is confirmed for the SeaWiFS era, although the
change in the NAO during this period is much less than
during the METEOSAT era (from —2 to +3, as compared to
—4 to +6). It is therefore legitimate to ascribe to the NAO
the first-order changes observed here for T4, over the
SeaWiFS era, whereas local and seasonal changes of g,
would stem from the processes briefly mentioned above
(and possibly from other processes not identified here).

[71] To corroborate the trends observed here in fi,
information about absorbing aerosols that might be provided
by other remote sensing techniques have been sought for
(other than simply the optical thickness). The most relevant
parameter that was found is the Earth Probe-TOMS absorbing
acrosol index [Herman et al., 1997; Torres et al., 1998],
which is derived from measurements in the ultraviolet do-
main. Unfortunately, an unexplained wavelength-dependent
calibration drift started after year 2000, which made these data
unusable for a trend analysis (O. Torres, personal communi-
cation, 2005). The Ozone Monitoring Instrument (OMI)
sensor on the AURA satellite [Levelt et al., 2000] now
provides the same index, yet only since October of 2004,
which was useless to compare with the 7-year time series
derived from SeaWiFS.

[72] Possible drawbacks in this temporal analysis might
be produced on the one hand by a drift in the sensor
calibration, which could bias the aerosol identification in
the near infrared or the error budget at 510 nm, and, on the
other hand, by a change in the average ocean reflectance at
510 nm. The first cause is unlikely however, since the
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vicarious calibration of SeaWiFS has benefited from an
outstanding effort that allowed maintaining the stability of
the instrument. Concerning the ocean reflectance at 510 nm,
there is not any indication of such a change.

[73] A modification in the balance between dry aerosol
transport (the one accessible to the technique proposed here)
and wet transport within clouds, which is by definition not
seen by an inherently clear-sky method, might also lead to
such an apparent increase of fj,.

4. Conclusion

[74] A method was recently developed for the detection
of blue-absorbing aerosols from ocean color satellite obser-
vations and was validated against in situ data [Nobileau and
Antoine, 2005]. This method has been applied here to 7 years
of observations from the SeaWiFS sensor, to describe the
distribution of Saharan dust over the Mediterranean Sea, and
to quantify the associated atmospheric burden. One objective
was to conclusively demonstrate the applicability of the
method when systematically used with large data sets and
to validate more extensively its outputs by comparison with
AERONET products.

[75] The general pictures that emerged from this work are
consistent with the results from previous works, where the
dust quantification over the Mediterranean Sea was per-
formed either from broadband visible observations (i.e..,
METEOSAT) [Moulin et al., 1998] or from other multi-
channel visible ocean color observations either from
MODIS [Barnaba and Gobbi, 2004] or from SeaWiFS
[Jamet et al., 2004]. The seasonal cycle of the optical
thickness is well captured in the three subbasins, with the
lowest values in winter and the highest values in spring and
summer. In addition, a strong interannual variability is
observed, as well as an increasing trend in the dust transport
during the study period. The main difference with previous
works is the importance of the dust transport in fall, and
higher dust optical thicknesses on the average.

[76] The method is therefore suitable to routinely map
blue-absorbing acrosols over the ocean from the various
ocean color sensor observations. It is for instance imple-
mented into the operational processing chain for MERIS. It
can advantageously complement the other techniques, in
order to provide the most comprehensive as possible picture
of aerosols over the ocean from various satellite platforms.
These results also confirm that the sampling provided by
SeaWiFS (i.e., a full coverage of the Mediterranean Sea
within 2 days) is adapted to the study of aerosols.

[77] Improvements of the method are still desirable,
however, in particular before it can be generalized to the
global ocean. A first possibility is to progressively improve
the knowledge of the global seasonal distribution of the
marine reflectance at 510 nm, which would lead to an
improvement of the detection capability (in other words,
improving the uncertainty budget at 510 nm). This is
reachable by permanently revising the global climatology
for p,,(510) and o(py,), by using the fleet of ocean color
sensors presently in orbit, and also through blending of
these data along with in situ determinations of the marine
reflectance at 510 nm.

[78] The second improvement would be to introduce
additional sets of dust aerosols specific to the other regions
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of the planet where they are transported, i.e., mostly the
Arabian Sea, the north Pacific and the seas around
Australia. There is indeed a significant variability in the
dust optical properties, in particular their single scattering
albedo, among the different source regions [Dubovik et al.,
2002]. Introducing these differences would improve the
retrieval of the aerosol optical thickness, in particular in
the visible.

[79] Another step would be the introduction of additional
external information or the use of additional spectral bands,
in order to specifically determine whether the absorption
detected at 510 nm is due to dust or to other absorbing
aerosols such as soot or biomass burning aerosols. In the
present work, however, this cannot have a strong impact on
the results because the vast majority of absorbing aerosols
over the Mediterranean Sea are of desert origin.

[s0] These improvements would in turn improve the
ocean color products themselves, such as the normalized
water-leaving radiance, by improving the atmospheric cor-
rection process [e.g., Moulin et al., 2001b].
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[11 The match-up of satellite-derived reflectances with in situ observations is crucial to
evaluate their quality and temporal stability. To contribute to this effort, a project has been
set up to collect a data set of in situ radiometric and bio-optical quantities, in support to
satellite ocean color calibration and validation. The project has been named
“BOUSSOLE”, and one of its key elements is a deep-sea optics mooring collecting data
on a near-continuous basis since September 2003. This buoy is deployed in the deep clear
waters of the northwestern Mediterranean Sea, and is visited on a monthly basis for
servicing and acquisition of complementary data. The characteristics of the work area
establish the site as a satisfactory location for validating satellite ocean color observations.
A description of the data processing protocols is provided, followed by an analysis of the
uncertainty of the buoy radiometry measurements. The results of a match-up analysis of
the marine reflectances, diffuse attenuation coefficients, and chlorophyll concentrations
for three major missions, i.e., MERIS, SeaWiFS, and MODIS-A, are then analyzed. They
show poor performances for the bluest band (412 nm) of the three sensors, and
performances within requirements at 443 and 490 nm for SeaWiFS and MODIS-A. These
results suggest that a vicarious calibration should be introduced for the MERIS sensor.
This analysis also demonstrates that a major effort is still required to improve atmospheric

correction procedures whatever the mission.
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in the ocean reflectance determined by three satellite ocean color sensors (MERIS, SeaWiFS and MODIS-A) at an offshore site in the
Mediterranean Sea (BOUSSOLE project), J. Geophys. Res., 113, C07013, doi:10.1029/2007JC004472.

1. Introduction

[2] Presently, three satellite ocean color missions provide
a global monitoring of the marine biosphere, i.e., the United
States National Aeronautics and Space Administration
(NASA) Sea Viewing Wide Field of View Sensor (Sea-
WIFS) aboard the Orbital Science Corporation (OSC) Orb-
view-II satellite [Hooker et al., 1992; Hooker and Esaias,
1993], the NASA Moderate Resolution Imaging Spectrometer
(MODIS-A) aboard the NASA Aqua satellite [Salomonson et
al., 1992; Esaias et al., 1998], and the European Space
Agency (ESA) Medium Resolution Imaging Spectrometer
(MERIS) aboard the ENVISAT satellite [Rast et al., 1999].
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Other missions exist, with more limited coverage however,
such as the Indian OCM [Chauhan et al., 2002] or the
Korean OSMI [Yong et al., 1999]. This series of sensors
should be continued after 2012 with the launch of the ESA
sentinels [ Drinkwater et al., 2005] and the U.S. National Polar
Orbiting Environmental Satellite Suite mission (NPOESS)
embarking the Visible and Infrared Imaging Radiometer Suite
(VIIRS) instrument [Murphy et al., 2006].

[3] Two of the three global missions mentioned above,
i.e., SeaWiFS and MODIS-A, include a vicarious calibra-
tion program, which means that a long-term postlaunch
effort has been maintained with the role of permanently
collecting and analyzing field data (ocean plus atmosphere)
and instrumental parameters in order to maintain the level of
uncertainty of the derived products within predefined
requirements [Bailey and Werdell, 2006; McClain et al.,
1992, 2006]. Without ground-truth data (more properly sea-
truth data), it is impossible to maintain the uncertainty of the
satellite-derived geophysical products at the desired level
over the full course of the mission, which is generally
designed to be on the order of about 5 years (although
many satellites operate for longer periods of time as
evidenced by SeaWiFS, which was launched in 1997). This
need for vicarious calibration is not due to any weakness in
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the sensor nor in the onboard calibration devices; it results
from unavoidable physical considerations: the goal of
modern ocean color sensors is to provide the water-leaving
radiance in the blue part of the e.m. spectrum with a 5%
accuracy over oligotrophic, chlorophyll-depleted, waters
[Gordon, 1997], which can also be expressed as an uncer-
tainty of 0.002 in terms of reflectance [Antoine and Morel,
1999]. Because this marine signal only represents about
10% (at most) of the radiance directly measured by the
spaceborne sensor at the top of the atmosphere (TOA),
achieving this goal requires that the instruments involved
are calibrated to better than 0.5%, or approximately 1%.
This is extremely challenging considering the present tech-
nology, and probably will remain an elusive goal. It is also
worth noting that what is referred to as a ‘““vicarious
calibration” in the field of ocean color remote sensing is
not an absolute calibration of the sensor only, but an
adjustment of the overall response of the sensor plus the
atmospheric correction algorithm [Gordon, 1997, 1998;
Franz et al., 2007]. The goal is to absorb unavoidable
residual uncertainties in order to get the correct answer in
terms of the normalized water-leaving radiance, in particular
for the blue bands.

[4] Typically, validation of geophysical products derived
from satellite ocean color observations consists of collecting
field data that are directly compared to the satellite products.
The list generally includes spectral normalized water-leav-
ing radiances (nL,,; see later in section 3.2 for definitions)
or reflectances (py), diffuse attenuation coefficient for
downward irradiance at 490 nm (K4(490)), phytoplankton
total chlorophyll-a (TChla), and spectral aerosol optical
thickness (AOT), from which the aerosol Angstrom expo-
nent can be computed. Assessing the uncertainty to which
these parameters can be retrieved allows the different steps
of the overall process to be verified, i.e., the atmospheric
correction (using nLw’s and AOT) and the bio-optical
algorithms (using for instance TChla).

[5] The strategy adopted for SeaWiFS and MODIS-A
relies on a permanent marine optical buoy, MOBY [Clark et
al., 1997, 2003], coupled with an extensive field data
collection program [Werdell and Bailey, 2005]. The former
provides data needed to derive vicarious calibration gains
and the latter allows global verification of this calibration.
Other long-term activities have progressively developed
along these lines and support the same missions, such as
the Coastal Atmosphere and Sea Time Series (CoASTS)
project maintained near Venice (Italy) since 1995 [Berthon
et al., 2002; Zibordi et al., 2002].

[6] The logic is somewhat different for the MERIS
mission: it is assumed that the improvement of the onboard
calibration devices compared to other sensors, coupled with
a rigorous prelaunch characterization, are sufficient to
provide the required level of uncertainty. Scattered field
efforts nevertheless exist, essentially devoted to validation
of the geophysical products, but none have been used to
vicariously calibrate the MERIS instrument. To complement
these activities, a project was started in 2000 with the
objective of establishing a time series of optical properties
in oceanic waters (Mediterranean Sea) to support the
calibration and validation of MERIS. This activity has been
named the “Bouée pour I'acquisition de Séries Optiques a
Long Terme” (BOUSSOLE) project, which is literally
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translated from French as the “buoy for the acquisition of
a long-term optical time series” (‘“‘boussole” is the French
word for “compass”). It is composed of three basic and
complementary elements: (1) a monthly cruise program,
(2) a permanent optical mooring, and (3) a coastal Aerosol
Robotic Network (AERONET) station [Holben et al.,
1998]. The details of this program are presented by Antoine
et al. [2006]. Each of these three segments is designed to
provide specific measurements of various parameters at
different and complementary spatial and temporal scales.
When combined together, they provide a comprehensive
time series of near-surface (0—200 m) ocean and atmo-
sphere inherent and apparent optical properties. The com-
bined activity is designed to provide a long-term vicarious
radiometric calibration of satellite ocean color sensors and
the validation of the ocean color geophysical products,
including the normalized water-leaving radiances, the pig-
ment concentrations and the aerosol optical thickness and
types. In parallel to these operational objectives, a bio-optics
research activity was also developed. Although BOUS-
SOLE was initially established to support the MERIS
mission, it rapidly became a multimission program, sup-
porting the international data collection effort for several
ocean color satellites.

[7] The present paper specifically deals with the validation
segment of BOUSSOLE. The objectives are to (1) introduce
the strategy that has been developed, (2) describe the
measurement site and its specific characteristics that make
it well suited to the task of ocean color satellite validation,
and (3) assess the uncertainty of some of the geophysical
products provided by MERIS, SeaWiFS and MODIS-A.
The latter comparisons are particularly important, because
of the different approaches used to calibrate MERIS on one
hand, and SeaWiFS and MODIS-A on the other hand. Some
protocol issues are also addressed; in order not to detract
reading from the main topic, they are described in several
appendices.

2. General Characteristics of the Measurement
Site

2.1. Geography of the Area and Main Physical
Constraints

[8] The characteristics of the work area are presented
along with the relevant details establishing the site as a
satisfactory location for validating satellite ocean color
observations. The deep-water mooring is deployed in the
Ligurian Sea, one of the subbasins of the Western Mediter-
ranean Sea (Figure 1). The monthly cruises are carried out at
the same location. The water depth varies between 2350—
2500 m, and it is 2440 m at the mooring site (7°54"E,
43°22"N). Clear sky is often observed in the Mediterranean
Sea, with minimum (maximum) cloud coverage in the
boreal summer (winter). On the basis of the International
Satellite Cloud Climatology Project (ISCCP) data [Rossow
and Schiffer, 1989], the annual average is as low as 50%,
which ensures a high density of cloud-free satellite obser-
vations over the work area.

[9] The prevailing ocean currents are usually weak
(<20 cm s~ 1), because the selected position is in the central
area of the cyclonic circulation that characterizes the Lig-
urian Sea [Millot, 1999]. The northern branch of this
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Figure 1. Area of the northwestern Mediterranean Sea showing (left map) the southern coast of France

and the island of Corsica plus the generalized work area in the Ligurian Sea (black circle) for the
BOUSSOLE activity, and a magnification (right map) showing the position of the BOUSSOLE mooring
plus the “Dynamique des Flux Atmosphériques en Méditerranée” (DYFAMED [Marty, 2002]) site and
the Meteorological buoy maintained by the French weather forecast Agency (METEO France). The
positions of the six stations that are sampled once a month during transits from Nice to the BOUSSOLE

site are also displayed (black circles).

circulation is the Ligurian Current, which manifests as a jet
flowing close to the shore in a southwesterly direction
which, in turn, establishes a front whose position varies
seasonally, i.e., closer to shore in the winter than in the
summer [Millot, 1999 and references therein]. The southern
branch of the circulation is a northeasterly current flowing
north of the island of Corsica; the eastern part of the
circulation is essentially imposed by the geometry of the
basin (see grey arrows in Figure 1).

[10] The dominant winds are from the west to southwest
and from the northeast sectors, and are channeled into these
two main directions by the general atmospheric circulation
of the region and by the topography formed by the French
Alps and the island of Corsica. A composite record of the
physical conditions is displayed in Figure 2, using data
collected near the BOUSSOLE site by a meteorological
buoy deployed since 1999 by the French weather forecast
Agency (Meteo-France). Wind speed maxima (Figure 2a)
are observed in fall and winter, while the average summer
values are around 3—5 m s~ '. The resulting wave pattern is
also shown in Figure 2a, as the average and maximum of
the significant wave height.

[11] The surface wind stress, combined with an average
surface heat budget that switches polarity around March
(oceanic heat loss to heat gain) and September (oceanic heat
gain to heat loss), leads to the seasonal cycles of the mixed-
layer depth (MLD) and temperature as shown in Figure 2b.
The minimum sea surface temperature (SST) is about
12.7°C (associated with a salinity of 38.4), which is a
constant value reached in winter when the water mass is
fully mixed, with MLD greater than 300 m. During some
exceptionally windy and cold winters, this deep mixing

contributes to the formation of the dense waters of the
western Mediterranean Sea [Gasparini et al., 1999]. The
summer stratification leads to SST values as high as 28°C in
August, associated to MLD of about 10—20 m.

2.2. Biogeochemical and Bio-Optical Characteristics

[12] The marked seasonality of the physical forcing
drives the seasonal changes of the nutrients and phytoplank-
ton, as illustrated here by the surface nitrate and TChla
concentrations (Figure 2c). Oligotrophic conditions prevail
during the summer with undetectable nitrate levels and
[TChla] lower than 0.1 mg m > (with minima around
0.05 mg m ). The higher concentrations are up to about
5 mg m >, during the early spring bloom (February to
March or April) when surface waters are nitrate replete.
Moderate [TChla], between 0.1-0.2 mg m >, characterize
most of the other periods of the year.

[13] This combination of a large range of trophic states
and a 3-month period of stable oligotrophic waters in the
summer provides a good set of conditions for collecting data
for validation purposes. A more in-depth examination of
this aspect will be provided later on, in section 4.2.

[14] An important consequence of the above character-
istics, in particular water depth, circulation, and distance
from shore, is that waters at the BOUSSOLE site are
permanently of the Case-1 category, following the definition
of Morel and Prieur [1977]. This assertion is quantitatively
evaluated by plotting the irradiance reflectance at 560 nm
determined from the buoy measurements as a function of
the chlorophyll concentration (R(560), Figure 3), and super-
imposing on top of the data a theoretical upper limit of this
reflectance for Case 1 waters [Morel and Bélanger, 2006].
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Figure 2. Composite time series at the BOUSSOLE site of (a) wind speed and significant wave height
(built using 7 years (1999 to 2005) of data collected by the meteorological buoy; see Figure 1), (b) sea-
surface temperature (SST; same data source than Figure 2a) and mixed-layer depth (MLD; built using
11 years (1994 to 2004) of data collected at DYFAMED; Marty et al. [2002]), and (c) surface (<10 m)
nitrate and chlorophyll concentration (same data source than for the MLD, plus the BOUSSOLE data for
TChla). For each parameter, one curve is showing the average value computed over a variable time step,
which was chosen as a function of the time resolution of the initial data (e.g., 14 d for MLD and 3 d for
the SST), and the minima and maxima encountered in the full time series are represented either with a
shaded area or only by one curve for the maxima when the minima are by definition equal to zero (wind
and waves, Figure 2a).
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Figure 3. Irradiance reflectance at 560 nm, R(560), as a
function of [TChla]. The points are from 3 years of clear-
sky quality-checked buoy measurements taken within one
hour of solar noon. The curve is the upper limit for Case-1
waters [Morel and Bélanger, 2006].

With the exception of a few outliers, all the data points are
below the curve, demonstrating that waters permanently
belong to the Case-1 type at the BOUSSOLE site.

[15] Another important aspect to consider when compar-
ing in situ measurements (horizontal sampling scale on the
order of tens of meters) with satellite-derived quantities
(sampling scale of about 1 km) is the spatial heterogeneity
of the measurement site. Spatial surveys have, therefore,
been conducted during several of the monthly cruises, by
following a grid pattern of one square nautical mile centered
on the buoy site, during which along-track fluorescence
measurements were performed. Water sampling was carried
out at the beginning, sometimes at midway, and at the end of
this route for subsequent High Precision Liquid Chromatog-
raphy (HPLC) analysis.

[16] The seasonal changes of this small-scale spatial
variability of the chlorophyll concentration are illustrated
in Figure 4. They show that the variability is, as expected,
lower during the oligotrophic summer (around £10%). The
horizontal gradients can reach large values during the spring
bloom and during fall, with values from —70% to +35%.
The winter represents an intermediate situation (variability
is within about 30%).

2.3. Other Activities Near the BOUSSOLE Site

[17] The BOUSSOLE site is located in an area that has
been dedicated to scientific work since 1990. Another
monthly cruise program takes place as part of the Dynamique
des Flux Atmosphériques en Méditerranée (DYFAMED)
program, which started in 1991 [Marty, 2002]. This service
collects core data that are made publicly available to the
scientific community, including CTD casts, phytoplankton
pigments (HPLC), nutrients, oxygen, dissolved organic car-
bon (DOC), and primary production from short-time 'C
incubations. Other activities are carried out occasionally
around this site [see, e.g., the Deep-Sea Research special
issue 49(11), 2002, Studies at the DYFAMED French Joint
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Global Ocean Flux Study (JGOFS) time series station, N.W.
Mediterranean Sea].

3. Data and Methods

3.1. BOUSSOLE Buoy, and the Buoy Measurement
Suite

[18] The BOUSSOLE buoy was specifically designed to
perform radiometric measurements at sea. The objectives
when developing this new platform were (1) to measure the
upward and downward plane irradiances (E, and Eq, re-
spectively), and the upwelling radiance at nadir (L,) at two
depths in the water column, plus the above-surface down-
ward irradiance (Eg), (2) to minimize the shading of the
radiometers while maximizing their stability (i.e., keeping
them as horizontally level as possible), and finally (3) to
allow deployment at a deep-water site with swells up to 8m
(but low currents). A full description of the theoretical
work, practical design and construction, laboratory and in
situ testing of the buoy, along with a description of the
instrument suite and of some aspects of the data processing
are presented by Antoine et al. [2008]. Only the main
features of the design are recalled here (Figure 5). The
basic principle is that of a reversed pendulum, with Archi-
medes thrust replacing gravity. A large sphere is stabilized
at a depth out of the influence of most surface waves (17 m
in this case), and connected at the end of a neutrally buoyant
Kevlar™ cable anchored on the seafloor. This sphere is the
main buoyancy of the system, above which a tubular
structure is fixed, hosting the instrumentation on horizontal
arms (at 4 and 9 m depths). The resulting approximately
three tons of thrust ensures the stability of this so-called
“transparent-to-swell”” superstructure, which is subjected to
very limited forces from waves and currents. The wave-
interaction characteristics ensure the planar stability of the
instruments, even for rather large swells.

[19] With this design, there is no large body at the
surface, so the platform is a minimal source of shading
and perturbations to the in-water light field. The center of
the buoyancy sphere (diameter of approximately 1.8 m) is
8 m below the deepest radiometer (itself positioned at 9 m),
so it only occupies about 0.05 sr within the upward
hemisphere, i.e., less than 1%. The impact on the measure-
ment of the upward irradiance is, therefore, negligible. The
buoyancy sphere is essentially out of the field of view of the
radiance sensors, so the measurement of the upwelling
radiance is not affected either.

[20] One-minute acquisition sequences are performed every
15 min, with all instruments working simultaneously. The
buoy radiometer suite is made of Satlantic 200-series radio-
meters measuring Eg, E,, and L, (nadir) at two depths
(nominally 4 and 9 m) and at the following seven discrete
wavelengths: 412 (alternatively 555), 443, 490, 510, 560, 670,
and 681 nm. A Satlantic Multichannel Visible Detector System
(MVDS) 200-series radiometer measures Eg at 4.5 m above the
water surface and at the same seven wavelengths. Other
instrumentation providing parameters entering into the pro-
cessing of radiometry measurements are an
Advanced Orientation Systems, Inc. (AOSI, Linden, New
Jersey, USA) two-axis tilt and compass sensor at 9 m (EZ-
Compass-dive), and a Sea-Bird Electronics (Bellevue,Wash-
ington) 37-SI CTD measuring conductivity, temperature, and
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Figure 4. Contour plots of the variability of the surface chlorophyll concentration in the vicinity of the
mooring point (white star) for the four dates indicated. The contoured quantity is the logarithm of the
ratio of the concentration at any point divided by the average concentration over the displayed area
(indicated on top of each panel). The chlorophyll concentration was derived from along-track
measurements of the surface fluorescence, converted in units of concentration thanks to HPLC-
determinations performed on surface samples taken along the route (open circles). The spatial scale is

given in the top left panel.

pressure at 9m. Other instrumentation is described by Antoine
et al. [2006]. It includes two Western Environment Laborato-
ries (WETlabs) C-star transmissometers measuring the beam
attenuation coefficient at 660 nm (25 cm path) at 4 and 9 m,
two WETlabs ECOFLNTU chlorophyll fluorometers at 4 and
9 m, and a Hydro-Optics, Biology, and Instrumentation
Laboratories Inc. (HOBI Labs) Hydroscat-II backscattering
meter at 9 m measuring a proxy to the backscattering
coefficient at two wavelengths (442 and 560 nm).

3.2. Buoy Radiometric Data Processing

[21] The initial step of the data processing is a data
reduction that derives one representative value of Eg, Eg,
E, or L, for each of the 1-min acquisition periods, during
which about 360 measurements are taken (the acquisition
frequency of the radiometers is 6 Hz). The procedure
consists in taking the median of the 360 measurements
(details in Antoine et al., 2008), and allows getting rid of the
perturbations caused by the wind-roughened air-sea inter-
face. Therefore it provides a value that would ostensibly be
measured if the sea surface was flat. In addition, it is

verified that the coefficient of variation within the 360 E,
measurements is below 5%, which ensures that the above-
surface irradiance was stable during the 1-min acquisition
sequence.

[22] From the two values of L,(z, \), the upwelling nadir
radiance at null depth z = 0~ (immediately below the sea
surface) is then obtained as (omitting the wavelength
dependence for brevity):

Ly(07) = Ly(z = 4)e®*fn(z, 6;, Chl), (1)

where z is the measurement depth (not exactly 4m when the
buoy is lowered or when swell goes through the super-
structure), and Ky is the diffuse attenuation coefficient for
the upwelling nadir radiance. The latter is computed from
the measurements of L, collected at the two depths:

log[Ly(z = 9)/Lu(z = 4)]
- Az ’ @)

KL =

6 of 22



C07013 ANTOINE ET AL.: OCEAN COLOR VALIDATION AT BOUSSOLE

«—— Radiometer (Ey), 3 solar panels and junction

box, ARGOS beacon, wireless Ethernet link
to the ship, and flashing light

Radiometers (Eg, E ;. nadir L)
Fluorometer, transmissometer

Battery, computer, tilt
and compass

Radiometers (Ey, E,. nadir L))

Fluorometer, transmissometer,
CTD, Backscattering meter

------- 0 1.82m

Figure 5. “Artist view” of the buoy with indication of the main dimensions and of the location of

instruments. The buoy is actually entirely covered by a mat black antifouling paint.
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where Az is exactly 5 m. The rationale for, and the
implementation of, the function appearing in the right
hand side of equation (1) are provided in Appendix A.
Equations (1) and (2) can be written for the upward
irradiance, E,(z, \), using the diffuse attenuation coefficient
for the upward irradiance, K,,.

[23] The value of L, (07) is then corrected for instrument
self shading as per Gordon and Ding [1992]. The param-
eters entering into this correction are the instrument radius,
which is 4.5 cm (common to all Satlantic 200-series radio-
meters), the total absorption coefficient, which is computed
following Morel and Maritorena [2001] using the chloro-
phyll concentration (see Appendix B), and the ratio between
the direct-sun and diffuse-sky irradiances. This ratio is
computed following Gregg and Carder [1990], using the
atmospheric pressure and relative humidity measured in the
vicinity (2 nm) of BOUSSOLE by a meteorological buoy,
the ozone content provided by the US National Center for
Environmental Prediction (NCEP) SeaWiFS near real-time
ancillary data, and a horizontal visibility corresponding to a
Shettle and Fenn [1979] maritime aerosol with an optical
thickness of 0.2 at 550 nm.

[24] From the corrected value of L,(0), the water-leav-
ing radiance at nadir, L, is obtained as

1—p(6)

Ly = Ly(07)—5

; 3)

where p(6) is the Fresnel reflection coefficient for the water-
air interface, and n is the refractive index of seawater. The
fully normalized-water leaving radiance [Morel and Gentili,
1996] is then derived as

. Ro fo(Chl){ f(6s, Chl) }1
Y t4(6s) cos(6s) R(¢) | Qu(Chl) |Q(6s, &, Ag,Chl)| [

(4)

where R is a factor including all refraction and reflection
effects at the air-sea interface [Morel and Gentili, 1996].
The term within brackets expresses the functional depen-
dence on the bidirectional nature of the light field. In this
term, Q is the ratio of upward irradiance to upwelling
radiance (the 0 subscript denotes a zenith sun or a nadir
view), fis a factor that relates the irradiance reflectance R to
the inherent optical properties, and other symbols describe
the geometry of the problem (see list of symbols).
[25] The remote sensing reflectance is then obtained as

Ly

Ry = B (5)

[26] Before forming the ratio in equation (5), E is
corrected for the buoy tilt. The correction is a function of
the orientation of the two axes of the tilt measurement with
respect to the sun azimuth, and computes the ratio of the
diffuse (unaffected by the tilt) to direct (affected simply
through the cosine of the sun zenith angle) light for clear-
sky conditions [Gregg and Carder, 1990] (see above for the
parameters of the computation). The remote sensing reflec-
tance is further multiplied by 7 in order to get a reflectance,
which is consistent with the definition of the product
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delivered by the MERIS mission:
Pw = TRs. (6)

[27] A diffuse attenuation coefficient for the downward
irradiance in the upper layers is also computed as

K, — _ log[Ea(z)/Eq(07)] 7 )

wherez is the deepest of the two depths (nominally 9 m),
and E4(07) is simply E; reduced by transmission across the
air-water interface, i.e., Eg times 0.97 [Austin, 1974].

[28] The final processing step for the buoy data consists
in either eliminating or correcting data corrupted by bio-
fouling. The growth of various types of marine organisms,
such as algae and bacteria, is unavoidable with moored
instruments, albeit it is much less severe in the clear
offshore waters at BOUSSOLE than it can be, for instance,
in turbid coastal environments. The cleaning of the instru-
ments every two weeks (divers), in addition to the use of
copper shutters, rings and tape (on the instrument bodies),
contribute to maintaining biofouling at a low level. Possible
bio-fouling is identified by comparison of the data collected
before and after the cleaning operations, which allows either
elimination or correction of the corrupted data. The way the
correction is performed is not further discussed here because
the corresponding data are not used in the match-up process.

3.3. Other Measurements

[20] A comprehensive set of measurements are carried out
during the monthly cruises, including inherent and apparent
optical properties, phytoplankton pigments, particle absorp-
tion and total suspended matter. The protocols, as well as
sample results, are presented by Antoine et al. [2006]; they
follow the “ocean optics protocols for satellite ocean color
sensor validation” [Mueller et al., 2003a, 2003b, 2003c;
Pegau et al., 2003]. In the present work, only two quantities
are used, i.e., the reflectances (equation (6)) determined
from the measurements of an in-water profiling radiometer
(a Satlantic SeaWiFS Profiling Multichannel Radiometer;
SPMR), and [TChla]. The former are used to qualify the
buoy-derived reflectances, and the latter is used for valida-
tion of the chlorophyll-a concentration derived through
various algorithms by the three satellite missions. The
TChla referred to in this paper is the optically weighted
surface concentration obtained from samples taken at 5 and
10 m. It includes the following pigments: chlorophyll a,
divinyl chlorophyll a, chlorophyllid a, and chlorophyll a
allomers and epimers. The concentration is determined
using the HPLC technique.

3.4. Satellite Data and Match-Up Procedures

[30] The remote sensing data used in the analysis are a
function of the satellite mission. They are all level-2 data,
i.e., individual products providing the in-water geophysical
quantities (radiances, chlorophyll concentration and the
diffuse attenuation coefficient) corresponding to one given
satellite pass.

[31] For MERIS, 1-km reduced resolution data processed by
the MERIS processing prototype version 7.4.1 (MEGS7.4.1)
are used. They provide p,, (equation (6)), and the chlorophyll
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Figure 6. Histogram of the ratio of E; measured at 443 nm
to its theoretical clear-sky value computed from the Gregg
and Carder [1990] model (see section 3.2 for the parameters
introduced in this model). The value of this ratio must be
between 0.9 and 1.1 (shaded area) for the corresponding
data to be included in the validation process.

concentration derived through the Morel and Antoine [1999]
algorithm. The diffuse attenuation coefficient at 490 nm,
K4(490), is not part of the standard products for the MERIS
mission. It has been directly derived here from the chlorophyll
concentration using the algorithm recently proposed by Morel
et al. [2007].

[32] For SeaWiFS, Merged Local Area Coverage
(MLAC; until December 2004) or Global Area Coverage
(GAC; 2005—-2006) data from reprocessing #5 (completed
18 March 2005) are used. They provide the fully normalized
water-leaving radiance (equation (4)). The chlorophyll con-
centration is derived through the OC4V4 algorithm
[O’Reilly et al., 1998, 2000] and K4(490) through the
Werdell [2005] algorithm.

[33] For MODIS-A, GAC data from reprocessing #l
(completed in February 2005) are used. They provide the
same product as the SeaWiFS mission, i.e., the fully
normalized water-leaving radiance. The chlorophyll con-
centration is derived through the OC3MO algorithm
[O’Reilly et al., 2000], and K4(490) through the Werdell
[2005] algorithm.

[34] Match-up analyses have been performed for py,
[TChla], and the diffuse attenuation coefficients using the
MERIS, SeaWiFS, and MODIS-A data products previously
described (for SeaWiFS and MODIS-A, the nL,,’s are trans-
formed into py,’s as per equations (4)—(6)). The same proce-
dure is used for the three sensors, whereina 5 x 5 pixel box is
extracted from the level-2 product, and the average quantity in
this box is compared to the same quantity as derived from the
quality-controlled data collected in situ from the buoy. The
quality control criteria are as described by Bailey and Werdell
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[2006]. Additional criteria specific to the use of the buoy data
are the buoy tilt is less than 10° and the buoy depth is less than
11 m, with the “buoy depth” being the pressure recorded by a
sensor mounted on a specific location on the buoy, and
indicating 9m when the buoy is at equilibrium. Finally the
E measured at 443 nm has to be within 10% of its theoretical
clear-sky value (see section 3.2 for the calculation of the
theoretical E), which is meant to select clear skies only. The
10% threshold was selected on the basis of the uncertainty in
the atmospheric model and on the basis of the distribution of
the measured-to-computed Ej ratio (Figure 6).

[35] The quality flags for the MERIS data are not the
same than for SeaWiFS and MODIS-A. In order to be
consistent, the glint flags (called “HIGH_ GLINT” and
“MEDIUM_GLINT”) and the cloud flags (“CLOUD”
and “ICE HAZE; the latter indicates the presence of haze
or thick aerosols) were considered for MERIS. The normal-
ization of the reflectances is performed following Morel
and Gentili [1996], using the chlorophyll concentration
computed as described in Appendix B.

[36] Last, a correction is applied to the satellite p,, to
account for the difference between the wavelengths of the
various sensors and those of the buoy’ radiometers. The
difference is at most of 10 nm (551 nm for MODIS-A
whereas the buoy has a 560 nm) and is only 2 nm for the
band at 490 nm (488 nm for MODIS-A). There is no
difference for the two bluest bands (412 and 443 nm).
The correction is based on the Morel and Maritorena [2001]
model, and uses the chlorophyll concentration computed as
described in Appendix B.

[37] The combination of in situ and satellite data avail-
ability, orbit characteristics, and the quality criteria yield 64
reflectance match-ups for MERIS (data from September
2003 to October 2006), 168 for SeaWiFS (data from
September 2003 to October 2006) and 152 for MODIS-A
(data from September 2003 to December 2006). The numb-
ers for the same three sensors are 80, 206 and 159 for Ky
match-ups. The chlorophyll concentration is determined
only during the monthly cruises, so the numbers of
match-ups are smaller, i.e., 15, 44, and 31 for MERIS,
SeaWiFS and MODIS-A, respectively.

[38] All subsequent analyses are performed in terms of
Pw (equation (6)). Before commenting on the results in the
following sections, it is worth noting that the MERIS
observations have still not been vicariously calibrated,
contrary to the SeaWiFS and MODIS-A observations.

3.5. Statistical Indicators

[39] The analysis of the match-up results uses several
statistical indicators. Their definitions are given below,
wherein x; is the i” satellite-derived value, y; is the i”
buoy-derived value, and N is the number of points:

1 =N <Xl)
T=— = (8)
N ; Vi
is the average ratio of satellite-to-in situ data,

1 i=N X; _Yi
RPD = 100 Z (—) )

p— Yi

9 of 22



C07013

is the average relative (signed) percent difference (%), used
to assess biases,

IRPD| = 100 — i('x‘ ) (10)

is the average absolute (unsigned) percent difference (%),
used to assess uncertainties,

UPD = 100— Z(Tyy)'/z) (11)

1=

is the unbiased percent difference, which is another measure
of uncertainty, and

RMSE = (12)

is the root mean square error (or root means square of
differences).

[40] A least squares fit is also adjusted within the match-
up points, with the associated coefficient of determination,
12, slope m, and intercept y.

[41] Chlorophyll concentration ranges over three to four
orders of magnitude and is approximately lognormally
distributed in the ocean [Campbell, 1995]. Thus in the above
statistics, the chlorophyll concentration is log-transformed.

4. Results
4.1. Uncertainty in the Buoy-Derived Reflectances

[42] Radiometric sea-truth data used for match-up analy-
ses with ocean color satellite measurements or for the
development of bio-optical algorithms are essentially col-
lected using in-water profiling radiometers [e.g., Werdell
and Bailey, 2005]. Alternative techniques include in-water
measurements at discrete depths [Morel and Maritorena,
2001], above-water measurements [e.g., Hooker et al.,
2004; Hooker and Zibordi, 2005] or fixed-depth mooring-
based measurements [Clark et al., 1997, 2003]. The various
measurement protocols attached to each of these techniques
introduce specific uncertainties that have to be assessed in
order to qualify the measurements in question as being
usable for validation purposes. This section addresses this
problem specifically for the radiometric data collected from
the BOUSSOLE buoy.

[43] The first uncertainty in the measurement of the nadir
upwelling radiance, L, comes from the absolute calibration
of the radiometers. It is assumed to be around 3% [e.g.,
Hooker et al., 2002].

[44] The next uncertainty comes from the determination
of the diffuse attenuation coefficient for the radiance along
the nadir direction, K;, from the measurements performed
at two depths on the buoy (equation (2)), K7°. Three
sources of uncertainty arise in this computation: (1) the
intercalibration of the instruments at the two depths, which
is assumed to be properly established, (2) the correct
estimation of the depth of the measurements (the distance
between the two measurement depth is exactly known), and
(3) the relevance of K7° to perform the extrapolation of L,
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from 4 m to just below the sea surface. This last point is
examined in Appendix A.

[45] For clear waters (i.c., K; about 0.02 m~" in the blue
part of the e.m. spectrum), a large uncertainty of Im in the
measurement depth would lead to an error equal to e e,

a 2% uncertainty on the estimation of L,(0™). Conversely, if
it is assumed that Z is correctly estimated, an uncertamt?(l of
10% for K; would lead to an uncertainty equal to e
i.e., an uncertainty less than 1% for L,(07) if Z is taken
equal to 4m (or <2% if Z is 10 m). These numbers become
about 2.5% and 5%, respectively, for K; = 0.05, i.e., for
mesotrophic waters (also encountered at the BOUSSOLE
sitt. when [TChla] is about 0.3 mg m™ . In summary,
assuming an average error of 3% on the estimation of
L,(07), because of uncertainties in the extrapolation to the
0~ level, seems realistic.

[46] Before being compared to a satellite measurement,
the in-water value of the upwelling nadir radiance has to be
transformed into the upwelling radiance for the direction of
the satellite view after refraction at the air-sea interface. The
transformation is simply performed by ratioing the Q-factor
at nadir to the Q-factor for the relevant direction. The
uncertainty here is only in the relative values of Q for these
two directions. In the blue, where the geometry of the light
field does not depend much on the particle phase function,
the Q factors are predicted within a few percent from the
chlorophyll concentration [Voss et al., 2007]. The ratio of
these Q factors at two bands is, therefore, expected to be
correct to within a very few percent; thus a 2% uncertainty
can be assumed here.

[47] The self-shading correction for L,(0"), performed
following Gordon and Ding [1992] is assumed to introduce
a 3% uncertainty [“typically lower than 5%; Zibordi and
Ferrari, 1995].

[48] The last step to get the water-leaving radiance is to
determine L, from L,(07) (equation (3)). This step does not
introduce any uncertainty as long as 6 < 20° and the sea
surface is approximately flat (wind speed less than 15 knots).

[49] In summary, a quadratic error budget including the
uncertainties due to radiometric calibration of field radio-
meters (3%), calibration decay over time (2%), toward-
surface extrapolation (3%), self-shading (3%), and bidirec-
tional effects (2%), would indicate an overall 6% uncertain-
ty on the determination of p,, from the BOUSSOLE buoy
measurements. The various uncertainties provided here are
summarized in Table 1.

[s0] This tentative uncertainty budget is supported by a
comparison between the buoy-derived reflectances and the
reflectances derived from the in-water profiling radiometer
deployed during each of the monthly servicing cruises
(SPMR, section 3.3). Each SPMR measurement was com-
pared to the buoy measurement the closest in time. Because
the buoy collects data every 15 min, the time difference was
always less than 8 min. Other selection criteria were the
buoy tilt was less than 10°, the buoy depth was less than
11 m, and the change in the ratio of the observed E¢(490) to
the theoretical clear-sky Ey(490) was less than 0.1 between
the buoy and profiler measurements. A total of 43 compar-
ison points were obtained (Figure 7). The slope of the linear
regress1on is 0.98, the coefﬁment of determination is 0.97,
and there is a bias of about 9 10~ in terms of reflectance. It
is worth noting that the correction described in Appendix A
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Table 1. Summary of the Uncertainty Assessment for the Various Data Acquisition and Processing Steps®

Data Acquisition or Processing Step

Percent Uncertainty

Reference/Comment

Absolute radiometric calibration of radiometers
Decay over time

N W

Computation of Ky 3
Bidirectionality corrections 2
Air-sea interface 0
Illumination changes during the measurement sequences 0

IOP changes during the measurement sequences 0
Spectral corrections N/A
Bio-fouling N/A
Self-shading 3
Buoy shading N/A
Quadratic error 6

Hooker et al. [2002]

Linear interpolation between absolute calibrations
(performed roughly every 6 months).

see text (section 4.1)

Morel et al. [2002]

Austin [1974]

The coefficient of variation within the 360 measurements
must be <5% (see text).

The coefficient of variation of ¢,(660) is less
than 3% in 95% of the cases (see text).

Morel and Maritorena [2001] reflectance model

Instrument cleaning every 2 weeks. Use of copper
shutters, rings and tape. Data suspected of bio-fouling
are not included in the validation process.

Gordon and Ding [1992]; Zibordi and Ferrari [1995]

Minimized by virtue of the buoy design [Antoine et al., 2008].

“N/A’s indicate that no uncertainty estimate was possibly derived.

improves this comparison, in particular (and as expected)
for the red bands. The average unbiased percent differences
(UPD) are from —4.5% to +7.5% from 412 nm to 510 nm,
20% at 560 nm and 3.5% at 670 nm. The average UPD for
all bands is 8%. These numbers are coherent with the above
tentative uncertainty budget, assuming that the uncertainty
in the profiler data is similar to those of the buoy data.

4.2. Representativeness of the Measurement Site

[51] An ideal site for the validation of satellite-derived
parameters would provide ground truth data within a range
and statistical distribution closely matching those of the
satellite data. This ideal situation is never fully met, because
the satellite data by definition encompass the full natural
variability, while a measurement site is, by definition, a
unique point. Consequently, in order to specifically deter-
mine the representativeness of the BOUSSOLE site within
the objectives of validating ocean color products, the dis-
tributions of several parameters, either derived from satellite
observations (SeaWiFS in this particular case) or derived
from in situ measurements, have been compared. The
objective is not a point-by-point comparison (see later)
but an overall assessment of the data distributions.

[52] The results are displayed for normalized reflectances
(Figures 8a—8d), chlorophyll concentration (Figure 8e), and
aerosol optical thickness (AOT; Figure 8f). The latter is
included in the analysis, because it has an impact on the
quality of the atmospheric correction, although a detailed
validation of AOT is not included here. In these figures, the
distribution of in situ data has been derived from the 3-year
time series of buoy measurements for the nLw’s, from a
15-year (1991-2005) time series of near-surface (<20 m)
HPLC determinations for the chlorophyll concentration
(BOUSSOLE data plus DYFAMED data; Marty et al.
[2002]), and from a 3-year time series of AERONET
measurements at the coastal site (see Figure 1) for the
aerosol optical thickness. The NOMAD data set [Werdell
and Bailey, 2005], which is widely used for bio-optical
algorithm development and testing, was also used as an
additional source of in situ data. The distributions of
SeaWiFS data have been derived from four climatological

months (level-3 binned data for February, June, September,
and December) either globally or for the Mediterranean Sea
only (see legend of Figure 8).

[53] The histograms in Figure 8a show that the normal-
ized reflectances measured at the BOUSSOLE site in the
blue part of the spectrum (A < 500 nm) cover the lower half
of the global distribution and about two thirds of the values
possibly encountered in the Mediterranean Sea. The full
range is sampled in the green part of the spectrum (A > 500 nm).
This is in agreement with the recurrent observation that the
Mediterranean Sea is less blue than global bio-optical
models would predict considering the measured (low)
concentration of chlorophyll [Claustre et al., 2002; Bricaud
et al., 2002]. The double-peak histogram for nLw at 412 nm
is simply due to the undersampling at this wavelength,
because only one of the two sets of radiometers is equipped
with such a band. The continuation of the time series will
progressively fill in the data distribution, ultimately produc-
ing a single-peak histogram, with a mode value around
1. The fact here is that the BOUSSOLE site, although it
cannot be described as a globally representative site for all
oceanic waters, nevertheless provides a sampling over a
very significant part of the global natural variability of the
normalized reflectance.

[s4] The situation is even better for the chlorophyll
concentration, with all histograms in Figure 8e being super-
imposed one on top of the other, which indicates that most
of the range of concentration possibly encountered in the
open ocean is sampled. The exception is for [TChla] > 5 mg
m >, which represent a very small fraction of the global
ocean [see, e.g., Antoine et al., 1996].

[55] In terms of atmospheric properties (Figure 8f), the in
situ sampling at the Cape Ferrat AERONET site is skewed
toward low values of the acrosol optical thickness, whereas
the satellite data are closer to being normally distributed,
with a mode around 0.12 (and extremely similar histograms
for the global ocean or only the Mediterranean). It is unclear
whether the difference is really due to sampling over
different domains or to the satellite values being improperly
retrieved from the TOA observations. It has been recurrently
observed that the AOT values derived from SeaWiFS are
overestimated when compared to in situ data [see, e.g., Jamet
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Figure 7. Buoy- versus SPMR-derived normalized reflectances, for the wavelengths indicated (see
section 3.5 for the definition of the RMSE). A zoom on the results for A = 664 nm is provided in insert.
The conditions for the comparison are provided in the text, along with the parameters of the least squares

fit to all points (dashed line).

et al., 2004]. In this case, analyzing the results in Figure 8f
goes beyond the scope of the discussion about the represen-
tativeness of the measurement site, and enters into the level-2
product validation problem.

4.3. Results of the Match-Up Analysis

[s6] A 3-year time series of reflectances at several wave-
lengths is plotted in Figure 9, including the values derived
from quality-checked buoy measurements taken between
1000 and 1400 (GMT), and the values derived from MERIS,
SeaWiFS, and MODIS-A (red, blue, and green symbols,
respectively). The match-up quality criteria (section 3.4) are
applied for the selection of the satellite data, which are also
plotted when no field measurements are available, in order
to show the full seasonal cycle as observed by the three
satellite sensors.

[57] The dispersion of the satellite values increases for
decreasing wavelengths, and is particularly large at 412 nm
(Figure 9a). Although this is consistent with the known
behavior of the atmospheric correction uncertainties, which
increase from the red to the blue wavelengths [e.g., Gordon,
1997], this large dispersion at 412 nm looks incompatible
with a meaningful interpretation of the data from this band.
The seasonal cycle is hardly discernible.

[58] The seasonal changes are well captured by the three
sensors. The maxima of py(443) are usually observed in
July (around 0.025; Figure 9b), except in 2006 when a
second relative maximum occurs in March, corresponding
to an intense mixing event. During this exceptionally deep

mixing, particles and dissolved substances present in the
upper layers were distributed within the entire water col-
umn, leading to clear waters with [TChla] about 0.05
mg(Chl) m—3. The minima of p,,(443) are observed at the
maximum of the spring phytoplankton bloom (values
around 0.005), usually in April. Other relative minima occur
at the end of summer, in particular in August of 2006. There
is no correlative increase in chlorophyll at this time of the
year, which means that another optically significant com-
ponent intervenes.

[59] The best superposition of the buoy and satellite
products is observed at 490 nm (Figure 9c) and to a lesser
extent at 560 nm (Figures 9d).

[60] Whatever the wavelength, a significant number of
red dots appear above the ensemble of data formed by the
three sensors’ data, meaning that the MERIS products are
generally larger than those from SeaWiFS and MODIS-A.

[61] Atmospheric correction errors are usually of the
same sign for the green and blue bands when aerosols are
not absorbing, so they tend to cancel out when forming
“blue-to-green ratios”. Therefore reflectance ratios for all
three sensors are much closer one of the other than the
reflectances are (Figure 9¢), which is important for obtain-
ing coherent values of the chlorophyll concentration from
the different sensors.

[62] It is noticeable that besides the overall coherence
between the blue-to-green ratio and the chlorophyll con-
centration (dotted line in Figure 9e), i.e., a decreasing ratio
for an increasing chlorophyll concentration and vice versa,
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Figure 8. Histograms of normalized reflectances at the (a—d) four wavelengths indicated,
(e) chlorophyll concentration, and (f) aerosol optical thickness at 870 nm. In each panel, the thick line
corresponds to in situ data collected at the BOUSSOLE site (at the coastal AERONET station for AOT),
the thin dotted line corresponds to SeaWiFS climatological monthly averages over the Mediterranean Sea
for the two solstices and the two equinoxes (see text), the continuous thin line corresponds to the same
SeaWiFS data for the World ocean (only depths > 500 m and latitudes within the 50°N—-50°S band),
and finally the shaded area to a subset of the NOMAD database [Werdell and Bailey, 2005], for depths

>500 m and latitudes within the 50°N—-50°S band.

several departures from this relationship are observed. The
most striking is the sharp decrease of this ratio from a value
of 4 to a value of 2 between mid July and the end of August
2006, when the chlorophyll concentration is nearly constant.
Although it is beyond the scope of this study to analyze this
type of event, they are all coherent with the known
“summer anomaly” of the optical properties in the Medi-
terranean [Bricaud et al., 2002; Claustre et al., 2002;
D ’Ortenzio et al., 2002].

[63] To further quantify the uncertainty of the reflectances
obtained from the three satellites, scatterplots of the satel-
lite-derived versus in situ py, (all wavelengths pooled
together) and blue-to-green ratios are shown in Figure 10
(a, d and g for MERIS, b, e and h for SeaWiFS and ¢, fand i
for MODIS-A). The match-up criteria are the same than for
Figure 9.

[64] The data clouds in Figure 10 confirm the observa-
tions based on the time series plot (Figure 9), i.e., the overall
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Figure 9. Three-year time series of the buoy reflectances (black symbols) at several wavelengths, as
indicated (a to d), onto which the satellite-derived reflectances are superimposed. The red circles are for
MERIS, the blue triangles for SeaWiFS and the green stars for MODIS-A. Figure 9¢ shows the
reflectance ratio py(443)/py(555), onto which the chlorophyll concentration is superimposed (dotted

line).

variation of p,, is captured by the three sensors, and the
dispersion increases toward higher reflectance values (to-
ward the blue). This second observation is actually not
totally verified for SeaWiFS (Figures 10b and 10e), with a
maximal dispersion for values around 0.015, which is about
the central value found in the in situ data for the three blue
bands (412, 443, and 490 nm), and a lesser dispersion for
values larger than about 0.023, which correspond to the
largest reflectances at 412 nm. On the basis of the slope of
the linear fit between the satellite and in situ values, the
reflectance ratios (Figures 10g, 10h, and 10i) are best
retrieved by the MODIS-A products, then by the SeaWiFS
products, and finally by the MERIS products.

[65] In spite of the application of rather stringent match-
up criteria, a number of outliers appear for all three sensors’
products. Examining the corresponding images (which is
anyway done for all match-ups) revealed “obvious” sub-
optimal conditions for a match-up analysis (e.g., large
clouds in the vicinity of the match-up point). These cases
have been kept in the analysis, however, because no
objective way to remove them presently exists. Therefore
larger-scale match-up criteria, not restricted to the few
pixels around the match-up location, might be introduced
to objectively discard such situations. Such a wider screen-
ing of the satellite image would prevent from artificially
degrading the match-up statistics.
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Figure 10. Scatter plots of satellite versus in situ reflectances (all bands pooled together), for (a) MERIS
(wavelengths are 412, 443, 490, 510, 560, 670, and 683 nm); (b) SeaWiFS (412, 443, 490, 510, 555, and
670 nm); and (c) MODIS-A (412, 443, 488, 551, and 670 nm). The solid line is the 1:1 line. The number
between parentheses is the number of match-up points (i.e., the number of spectra). For each match-up
point, a thin vertical bar indicates the standard deviation with the 5 x 5 pixel box used for this match-up,
and a thin horizontal bar represents a 5% uncertainty on the in situ values. Logarithmic scales for
Figures 10a—10c are shown in Figures 10d—10f, respectively, in order to magnify the low values in the
red domain (horizontal uncertainty bars don’t appear because they are lower than the symbols). Panels
g—1 show the results for the “blue-to-green” reflectance ratios (i.e., reflectance at 443 nm divided by

reflectance at 555 nm).

[66] The statistics (see section 3.5) associated to the data
shown in Figure 10 are provided in Tables 2—4, for MERIS,
SeaWiFS, and MODIS-A, respectively. The overall uncer-
tainty in the comparison between the satellite-derived and the
in situ reflectances is similar for the three sensors, when
expressed in terms of RMSE, with values to within 1-2 10>
for all three sensors, except at 412 nm where they are about
twice as large for MERIS than for SeaWiFS and MODIS-A.
The minimum [RPD]| is always found at 490 nm, and the
maximum in the red bands (>600 nm). The |[RPD| at 412 nm
for MERIS is however close to that in the red bands. The
SeaWiFS and MODIS-A products exhibit the lowest RPD
for the three blue bands (412, 443, and 490 nm). The
SeaWiFS and MODIS-A products meet the requirements
at 443 and 490 nm, with RPDs < 5%. The MERIS products
are overestimated in all bands.

[67] The RPDs are in agreement with those of Zibordi et
al. [2006], who performed a similar analysis at a coastal site

in the Adriatic Sea (their Table 1). The |RPDs| are also
similar to those obtained with a global data set by Bailey
and Werdell [2006] (their Table 2), except that our values
are somewhat larger at 412 nm. It is worth noting that the
statistics are not better when the analysis is restricted to
Chl < 0.2 mg m°, which would conform to the “5%
accuracy in the blue for an oligotrophic ocean” require-
ment. The above comments can be summarized as follows.

[68] 1. The products for all three sensors have poor
statistics for the bluest band (412 nm).

[69] 2. The 5% accuracy requirement in the blue is met by
the SeaWiFS and MODIS-A products at 443 and 490 nm
(RPD values less than 3%).

[70] 3. The MERIS data products are generally over-
estimated (the |RPD| and RPD values are nearly identical)
and never meet the 5% requirement; their RMSE values are,
however, similar to those of SeaWiFS and MODIS-A (to
within 2 107%), except at 412 nm.
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Table 2. Match-up Statistics for MERIS Products (see Section 3.5
for Definitions)®

A N 7 RPD RPD| * m y RMSE

412 20 1.60 602 62.7 043 093  0.00880 0.00940

443 61 132 31.6 358 038 070 0.00820 0.00539

490 64 1.16 158 18.6 044 0.69 0.00610 0.00285

pw 510 64 122 215 235 024 052 0.00660 0.00260
560 63 121 213 253 034 0.64 0.00300 0.00155

665 64 159 59.0 69.1 0.16 0.89  0.00040 0.00052

681 64 1.68 68.1 703 045 0.64 0.00070 0.00057

all 400 137 37.5 41.6 088 1.16  0.00060 0.00342

TChla 31 1.17 17.0 460 0.78 0.56 —0.60804 0.60432
15 1.09 93 417 087 0.58 —048613 0.61219

Kq 207 1.01 0.7 281 051 042 002636 0.02112
80 0.94 —5.6 234 0.61 045 0.02480 0.01830

®For TChla and K, the first line reports statistics for all possible
correspondences between field data and satellite observations, and the
second line reports statistics for the subset of points that successfully passed
the match-up criteria.

[71] 4. The MODIS-A products exhibit the smallest
dispersion (RMSE values) and the best correlations () in
all bands.

[72] A 3-year time series of the K4(490) is displayed in
Figure 11, including the values derived from quality-
checked buoy measurements taken between 1000 and
1400 (GMT), and the values derived from the three sensors
(satellite data are plotted whatever in situ data are present or
not, as in Figure 9). The seasonal changes of K4(490) are
well captured by the three sensors (Figure 11), with about a
10-fold change, from values up to about 0.2 m™' during
spring phytoplankton blooms, and down to about 0.02 m™
during the summer oligotrophic season (K, being 0.0166
m~" at 490 nm). The same range would be predicted by the
Morel and Maritorena [2001] bio-optical model for chlo-
rophyll concentration from 0.03 to 3 mg m . The minima
correspond to the reflectance maxima already shown for
July (Figure 9). Both the field and the satellite data exhibit a
large variability during the oligotrophic periods, with a
coefficient of variation between 0.3 and 0.4.

[73] A significant number of K4(490) comparison points
are obtained after the match-up criteria are applied
(Figure 12). The uncertainty is large for the three sensors
products, although it is somewhat better for the MERIS
products (JRPD| about 20% instead of about 35% for
SeaWiFS and MODIS-A). Most of the statistical indicators
are actually better for MERIS than for SeaWiFS and
MODIS-A, which would advocate for determining

Table 3. As in Table 2, but for SeaWiFS Products

A N 7 RPD [RPD| ¥ m y RMSE

412 63 092 7.6 20.6 044 0.74  0.00300 0.00455

443 166 1.00 —03 148 042 0.68 0.00510 0.00303

490 168 097 —32 117 032 0.7 0.00570 0.00218

pw 510 168 095 —48 13.0 0.09 032 0.00670 0.00180
555 107 090 —9.9 169 0.09 043  0.00260 0.00121

670 155 0.75 —24.9 474 0.02 023  0.00030 0.00034

all 888 091 —9.0 207 0.89 0.94 0.00010 0.00226

TChla 55 139 389 61.1 0.68 0.61 —0.41214 0.60522
44 169 685 849 051 045 —0.66199 0.68610

Kq 291 1.04 3.6 345 034 044 0.02681 0.02586
206 1.07 7.5 351 022 026  0.03339 0.02342
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K4(490) indirectly from [TChla] rather than directly from
the reflectances.

[74] The 3-year time series of [TChla] is displayed in
Figure 13, including field determinations and the values
derived from the three sensors (satellite data are plotted
whatever field data are present or not, as in Figure 9). The
seasonal changes of the chlorophyll concentration are well
reproduced by the three sensors, with more homogeneous
results among them than for the reflectances. This is
consistent with the results shown in Figure 9g for the
blue-to-green reflectance ratio. The well-known overesti-
mation of the low [TChla] in summer clearly appears in
2004 and 2005, less clearly in 2006. On the contrary, the
low concentration in March 2006 is well reproduced,
indicating that optically significant quantities other than
phytoplankton chlorophyll are different between these two
oligotrophic periods.

[75] The scatterplots built from the data shown in Figure
13 are displayed in Figure 14. They confirm the general
tendency to overestimate the concentration in the low range,
i.e., for [TChla] < 0.2 mg m™>, which is consistent with the
well-known “summer anomaly” of optical properties in the
Mediterranean (already mentioned when describing the
reflectance match-ups). When the full concentration range
is considered, the best results are obtained with the MERIS
products (see Tables 2—4), which is unexpected considering
the large uncertainties that the present match-up exercise
has revealed on the reflectance product for this sensor.
Again, the consistency of the reflectance ratio (Figure 9g)
explains why the statistics of the chlorophyll match-ups are
not so different between the three sensors. The average
|[RPD|’s are about 40—50% for MERIS and MODIS-A, and
about 80% for SeaWiFS, which are all above the 35%
uncertainty that is usually assumed for the satellite-derived
chlorophyll concentration.

5. Conclusion

[76] Several facts emerge from the present match-up
analysis of MERIS, SeaWiFS, and MODIS-A ocean color
products at the BOUSSOLE site. The requirements in terms
of accuracy of the atmospheric correction are only met at
443 and 490 nm by the SeaWiFS and MODIS-A products.
The MERIS products do not presently meet the require-
ments. The reflectances provided by the three sensors at
412 nm are severely affected by atmospheric correction
errors. The uncertainty is significantly reduced for the
“blue-to-green” reflectance ratio. These results and the match-
up statistics (Tables 2—4) are in agreement with the results

Table 4. As in Table 2, but for MODIS-A Products

A N 7 RPD [RPD| * m y RMSE

412 66 0.90 —10.1 21.4 059 0.84 0.00100 0.00418

443 147 099 15 157 055 0.75  0.00360 0.00298

488 152 0.95 —47 11.8 048 0.64 0.00440 0.00218

pw 551 150 0.88 —124 17.0 039 0.71  0.00090 0.00116
667 151 075 —245 425 0.01 0.10  0.00040 0.00031

all 666 0.89 —10.7 21.7 091 093  0.00000 0.00226

TChla 58 120 19.6 502 0.72 0.62 —0.49363 0.61499
31 121 207 409 0.82 0.77 —0.24622 0.42352

Kq 286 1.11 114 338 047 053  0.02611 0.02232
159 1.10 9.6 372 024 031  0.03281 0.02316
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Three-year time series of K4(490) at the BOUSSOLE site, with buoy measurements taken

from 1000 to 1400 (GMT) (blue diamonds), and MERIS, SeaWiFS, and MODIS-A-derived values (open
circles, triangles, and stars, respectively). The pure water value is indicated by the dashed line.

obtained by two other similar efforts carried out at a
coastal site [Zibordi et al., 2006] and globally [Bailey and
Werdell, 2006].

[77] The large noise in pw(412) indicates that atmospheric
correction procedures must still be improved before a
meaningful quantitative use of this band (and of bands at
shorter wavelengths, e.g., 380 nm, which may equip future
sensors) becomes possible. The improvement of the match-
up statistics when examining reflectance ratios supports the
use of band-ratio techniques to derive geophysical products,
such as the chlorophyll concentration, in parallel to more
sophisticated methods using all bands and the absolute
values of reflectances [e.g., Chomko et al., 2003; Schiller
and Doerffer, 1999].

[78] The present results advocate for a major effort
toward improving the atmospheric correction of ocean color
observations, in particular to significantly decrease errors in
the bluest bands, regardless of the mission. Research on
atmospheric correction is currently focused primarily on
solving difficulties in the coastal environment [e.g., Wang
and Shi, 2005]. The results presented here and elsewhere
[Zibordi et al., 2006; Bailey and Werdell, 2006] show that
issues still exist in open-ocean waters, even when aerosols
are not absorbing.

[79] The comparison between the performances of the
three sensors also advocates for a vicarious calibration of
the MERIS observations. Vicarious calibration is a priori a
mandatory process to meet the required accuracy of ocean
color products. A variety of techniques exist [e.g., Barnes et
al., 2001; Eplee et al., 2001; Martiny et al., 2004], which
are used, for example, with the SeaWiFS and MODIS-A
missions, and which could advantageously be adapted and
applied to MERIS. Efforts are presently devoted to improv-
ing as much as possible the atmospheric correction proce-
dures for MERIS, which might eventually allow the
required accuracy to be met without a vicarious calibration.
In the converse situation, the unavoidable residual errors
would be absorbed by a vicarious calibration, allowing the
level of uncertainty to decrease to that of the other sensors.
Such a situation would improve the ability to merge data
from these three major missions. A better understanding of
the respective roles of atmospheric correction and calibra-
tion uncertainties in forming the final uncertainty in the
ocean color products would, however, require that space
agencies keep nonvicariously calibrated TOA total reflec-
tances available in parallel to the vicariously calibrated
ones, at least over selected sites (e.g., the SIMBIOS
Diagnostic Data Sites, [Bailey, 2003]).
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Figure 12. Scatter plots of satellite versus in situ K4(490) for (a) MERIS, (b) SeaWiFS, and (¢) MODIS-A.
The open circles are a subset built from the full set of possible match-ups (black diamonds) to which the
match-up criteria were applied (see section 3.4). The uncertainty bar for a satellite value corresponds to one
standard deviation within the 5 x 5 pixel box used to compute the average. The uncertainty bar for the in

situ values is arbitrarily set to 30% of the average.
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Figure 13. Three-year time series of TChla at the BOUSSOLE site, with field measurements (green
diamonds), and MERIS, SeaWiFS, and MODIS-A-derived values (open circles, triangles, and stars,

respectively).

[so] The results presented here also demonstrate that
commercial off-the-shelf instrumentation can be used to
provide high-quality radiometric data for validation purpo-
ses, as far as the measurement protocols and the deployment
platform are adapted. This is tempering the usual feeling
that moorings are prohibitively costly with providing a low-
cost solution to the difficult problem of collecting large
amounts of data in offshore environments. A permanent
mooring like BOUSSOLE is also well adapted to maintain a
consistent time series of in situ measurements over a long
period of time. Ensuring the same level of consistency
between equipment and protocols from different cruises
inevitably adds some extra uncertainties in the data collec-
tion and processing. A permanent station is also well suited
for developing and testing new instrumentation as well as
new algorithms, and, therefore, to permanently improve the
quality and the variety of products that can be derived from
the ocean color observations. It is also a unique opportunity
to establish the cross calibration between different sensors
by anchoring them to the same in situ time series [[OCCG,
1999].

[s1] Finally, it is worth noting that the data set assembled
in the BOUSSOLE activity is not restricted to the radio-
metric measurements used in this study [see Anfoine et al.,

20006]. It also facilitates validation of advanced ocean color
products, such as inherent optical properties [/OCCG, 2006]
or phytoplankton functional types [e.g., Alvain et al., 2005].
This comprehensive data set is also useful for understanding
the limitations or the causes of failure of the present
atmospheric correction algorithms, and for a better under-
standing of bio-optics in Case-1 waters.

Appendix A: Near-Surface Extrapolation of L,

[s2] When extrapolating from an average depth of 4 m to
the 0~ level using Ky as per equation (2), it is impossible to
fully reproduce the curvature of the L, profile just beneath
the surface. Consequently, the value of L (0 ) might be
improperly determined, in particular for wavelengths greater
than about 600 nm.

[83] The function on the right-hand side of equation (1)
was introduced specifically to correct for this problem. It is
based on the results of radiative transfer simulations using
the Hydrolight code [Mobley, 1994], which is run using the
parameterization of inherent optical properties as a function
of the chlorophyll concentration described in Morel and
Gentili [2004], also including the Raman effect. In the
simulations, the water column is subdivided into 1-m
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Figure 14. Scatter plots of satellite versus in situ chlorophyll concentration for (a) MERIS, (b) SeaWiFS,
and (c) MODIS-A. The open circles are the subset from the full set of possible match-ups (black
diamonds) to which the match-up criteria were applied (see section 3.4). The uncertainty bar for a satellite
value corresponds to one standard deviation within the 5 x 5 pixel box used to compute the average. The
uncertainty bar for the in situ value is arbitrarily set to 30% of the average.
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Typical vertical profiles of the upwelling radiance at nadir, L, for two wavelengths, for an

arbitrary above-surface downward irradiance equal to 1, and for the sun zenith angle and chlorophyll
concentration indicated on each panel. The solid curves are the results from the radiative transfer simulations
(see Appendix A), and the dotted curves are the profiles reconstructed by extrapolating the value at 4 m
using the K; determined from the values at 4 and 9 m (black diamonds). The open diamonds are the L,(07)
from the radiative transfer calculations and the open triangles are the extrapolated values of L,(07).

vertical bins from the surface down to 20 m, and then
deeper layers have their lower boundaries at one fourth, one
half and one time the depth of the 1% light level (when
these levels are deeper than 20 m). The vertical profile of
any radiometric quantity is, therefore, produced with a 1-m
depth resolution near the surface (continuous curves in
Figure Al), and can be compared to the profile that can
be reconstructed from measurements at only two depths
(dotted curves in Figure Al). The assumption here is that
uncertainties in the radiative transfer computations might
affect the absolute values and spectral shape of the com-
puted radiometric quantities, but not or insignificantly the
shape of the vertical L, profiles. The other assumption is
that the chlorophyll concentration is homogeneously dis-
tributed within the top 20 m, which is supported by the field
observations. As expected, the curves in Figure A1 show that
the extrapolation is close to perfect in the blue (Figure Ala),
whereas it provides erroneous values in the red (Figure A1b).

[84] The correction applied in equation (1) is simply the
ratio of Ly (07) taken from the simulations (the ‘“‘true”
value) to L,(07) determined from the same simulations
but using equations (1)—(2). Computations were tabulated
for the seven wavelengths sampled by the buoy radiometers,
for sun zenith angles in the range 20—80° in 20° increments,
and for chlorophyll concentration equal to 0.05, 0.1, 0.3,

0.5, 1, 3, and 5 mg m 3. Examples of the variability of the
ratio of the extrapolated L (07) to the “true” Ly (0") are
shown in Figure A2 for two wavelengths. For a given buoy
measurement, the correction is interpolated from the tabu-
lated values using the actual measurement depth, sun zenith
angle, and chlorophyll concentration (for the latter see
Appendix B).

[85s] This correction is always less than 2% for the blue
and green bands when [TChla] is less then 0.5 mg m >,
reaches about 5% for [TChla] in the range 1-3 mg m ™,
and may be up to 15% for [TChla] greater than 3 mg m >
(Figure A2). There is almost no dependency on the sun
zenith angle when its value is less than 60°. Considering the
distribution of the chlorophyll concentration at the BOUS-
SOLE site (Figure 8), these numbers mean that the correc-
tion is within the radiometric noise except during
phytoplankton blooms.

[s6] For the red bands, however, the correction is at least
15%, and increases when the chlorophyll concentration
decreases or the sun zenith angle increases, reaching values
as high as 50%. It is worth noting that the same computa-
tions using an extrapolation depth of 2 m instead of 4,
which is the situation when using a profiling radiometer,
indicate a correction from 5 to 30%. This indicates that such
a correction should be also applied when deriving radio-
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Figure A2. Contour plots of the ratio of L,(0") taken from the radiative transfer simulations described
in Appendix A (the “true” value) to L,(0™) determined from the results of the same simulations but using
equations (1)—(2), in the chlorophyll-sun zenith angle space, and for the two wavelengths indicated.

metric quantities for wavelengths greater than about 600 nm
at the “0™” level from measurements collected at depths
greater than 2 m by profiling instruments.

[87] The contours in Figure A2 also show a low sensi-
tivity of the correction to the value of the chlorophyll
concentration. In the blue domain, for instance, a 100%
error in [TChla] leads to an error less than 3% in the
correction (less than 5% in the red).

Appendix B: Building a Continuous Record of
Daily Chlorophyll Estimates

[s8] The correction function in equation (1), which is
described in Appendix A, must be applied to all buoy

measurements. One of its inputs is, however, only deter-
mined during the monthly cruises ([TChla], section 3.3). A
continuous record of average daily chlorophyll concentra-
tion at the mooring site was, therefore, generated, which
combines the chlorophyll concentration determined from
field samples (HPLC technique) and the chlorophyll prod-
uct of ocean color satellite sensors. The idea is simply to use
the HPLC-derived concentration to constrain (calibrate) a
mean time series obtained from the satellite data.

[s9] The method starts by pooling together the chloro-
phyll concentration taken from all valid observations by
SeaWiFs, MODIS-A or MERIS to generate a composite
time series. In this series, the average concentration from a
given sensor and a given day is computed using all cloud-

1 2003 2004

Chl [mg m?]

2005 2006
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Figure B1.
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Seasonal cycles of the surface chlorophyll concentration at the BOUSSOLE site. The black

circles are the average surface (<10 m) values determined from all field samples collected during each of
the monthly servicing cruise. The open diamonds are all valid satellite chlorophyll determinations (from
MERIS, SeaWiFS, and MODIS-A; see Appendix B). The thin curve is a fit to these satellite data, and the
thick curve is obtained by constraining the interpolation between the monthly field values with the time
changes derived from the fit to the satellite values (i.e., adjusting the thin curve to the field values).
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free and glint-free pixels within a 3 x 3 box centered on the
mooring position (open diamonds in Figure B1). A function
is then fitted to the satellite time series, which describes the
temporal change of the surface chlorophyll concentration
(thin line in Figure B1). The final time series at a daily scale
(thick line in Figure B1) is constructed by constraining the
function using the field measurements, which are kept
unchanged for the cruises days.

[90] This method was preferred over a simple linear
interpolation between the monthly field measurements. It
is not claimed to provide highly accurate values, but simply
a reasonable estimate that can be used in equation (1).
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